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1 Context

Through the development of large language models (LLMs), conversational agents have made
great progress recently, producing outputs that are increasingly realistic and acceptable to end
users. When applied to specific tasks however, it remains important to be able to control the
flow of conversation so that, as the conversation evolves, it is driven towards a positive outcome.
Achieving this requires knowledge of different aspects of the conversation, including its objective,
but also of various facets of the current conversational flow. The objective of this Ph.D. is to
represent such knowledge in an ontology so that it can be used to drive a language model towards
better control.

Ontologies are conceptual and logical models of knowledge in a field. They allow the repre-
sentation of taxonomies of concepts that are relevant to the domain, of relations between those
concepts, and of formal definitions, making it possible to carry out inferences of specific situations
from such knowledge. As such, in the context of conversational agents, they have typically been
used to represent domain knowledge that the agent could use to generate content [1, 7]. However,
few works have tried to use ontologies to represent information pertaining to the conversations
themselves as a way to drive, in a naturally interpretable way, the way the conversation evolves
(flow) in time. One recent exception is Convology [3, 10], an ontology built to represent aspects
of conversations that will be used by conversational agents. This ontology and its application are,
however, focused on a specific application domain (health) and designed for the specific goal of
supporting management and understanding, rather than to improve the efficiency of conversations
by controlling their flow.

2 Objectives

As introduced briefly above, the main hypothesis at the foundation of this Ph.D. is that structured,
explicit knowledge about the typical characteristics of conversations and of their evolution can help
conversational models in producing outputs that are more valuable to the user. A first objective
of this Ph.D. will therefore be to use knowledge extraction approaches to build an ontology to
represent such knowledge as obtained from analyzing large corpora of conversations annotated
with various characteristics, including, in particular, dialog acts, dialog states, expressed emotions
and sentiments, among others. Various methods will be used to automatically learn both a typol-
ogy of conversational flows from those characteristics, the dimensions through which they can be
recognized, and how they relate to success or failure of conversations in relation to their objectives.

Based on such an ontology, the ultimate objective of the Ph.D. will be to establish methods
to drive pre-trained conversational models towards outputs that are more likely to support suc-
cessful conversations. While several approaches considered dedicated modules to represent dialog
and knowledge memory [6, 11], they focus on task-oriented conversations and totally ignore inter-
pretability/controllability of the model. Moreover, as of now, related research focus mainly either
on open-domain conversations [12] or on language-agnostic approaches for task-oriented conver-
sations [5, 9, 12]. In this Ph.D, the objective is to design task-agnostic models for this, which
could be achieved, for example, by using the ontology as a dedicated discriminator in a Generative
Adversarial Network (GAN) [4] approach. Such methods from the Ph.D could aim at enhancing
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conversation representation in the model in an target task-agnostic way, which is yet to be tackled
by the research community.

In addition to supporting more efficient conversational models, we expect that the use of the
ontology will also increase the interpretability of conversational agents, as decisions to use certain
outputs over others will be associated with the ontological dimensions of the current conversation
that have driven those choices, thus, moving from common fully black-box NLP models [11]. This
could also help these models be less harmful to both users and providers, along with controllable
ethics in the way the conversation is analyzed.

3 Methodology

We expect the research in this Ph.D. to be iterative. The two objectives described above could
naturally be seen as two phases: we first build the ontology (1) and then use it to control con-
versational models (2). However, multiple iterations of those two phases will be carried out with
successive versions of the ontology, focusing on certain specific characteristics of conversational
flows, being used to demonstrate increasing improvements in their ability to control conversational
models. We choose this approach to minimize the risks associated with such ambitious research
and to ensure early validation of the hypotheses on which it is based.

Build the Ontology. The ontology will be built following a dataset-based approach. This means
considering multiple data sources [8, 2] and types would highly benefit the robustness of the on-
tology in how it will represent conversation flow and structure-related information. This approach
yields the benefit of not having to require a fully exhaustive representation of the conversation,
thus simplifying the iterative process previously mentioned in the meantime.

Control Conversational Models. Following the hypothesis stating that ontology-based control
will yield better conversational models not limited to task-oriented dialogs, we plan to integrate
the built ontology in several ways. The ontology integration does not have to be full at first. The
most important part is to ensure a steady and reliable improvement from the ontology on several
tasks. To do so, we plan to evaluate on multiple target domains and multiple conversation-related
tasks (slot filling, dialog acts, etc.). Human interaction and explicability are the ultimate outputs
expected in this Ph.D.

4 Supervision Team

This Ph.D. will take place in the LORIA laboratory in Nancy, France, and will be supervised by two
researchers from two different teams in LORIA with respective expertise in conversational/language
models and in ontology engineering.

Gaël Guibon (SyNaLP Team) is an Associate Professor of Computer Science at the Univer-
sity of Lorraine. His research focuses on Natural Language Processing and Machine Learn-
ing towards conversational data, dialog analysis, and model adaptation, especially on user-
generated content from different sources.

Mathieu d’Aquin (K Team) is Professor of Computer Science at the University of Lorraine and
head of the K Team at LORIA. His research focuses on the way knowledge engineering ap-
proaches can contribute to the performance and interpretability of a wide variety of artificial
intelligence processes.
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