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Motivations 

Since the entry into force of the RGPD (General Regulation on Data 

Protection) on May 25, 2018, European citizens have the legal basis 

necessary to control and reclaim their personal data. It is a question of 

providing the technical means that are simple and accessible to as 

many people as possible to administer their data, to share it, while 

allowing the organizations that use it to comply with the legislation in 

force. For this, we want to use massively artificial intelligence to provide 

a disruptive approach to the management of user data and especially 

their documents. It is a question of proposing a totally automatic 

management of the documents of the users, as well at the level of the 

classification as of the exploitation of the information which they contain. 

This information (metadata) will then be integrated into an ontology of 

personal data in order to interrogate these data in a structured way but 

above all to propose automated reasoning algorithms. 

Subject 

A first solution has been proposed for the extraction of named entities 

in personal documents of the "Invoice" type. Documents are scanned, 

and named entities are extracted from images after Optical Character 

Recognition (OCR) reading. These entities correspond to the 

information relating to the issuing company, the delivery and billing 

addresses, the products ordered as well as the different prices and 

totals. A deep learning technique based on convolutional network 

graphs (GCN) has been implemented for the extraction of these entities 

[4]. It consists in taking advantage of the contextual links in the 
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neighborhoods of the words of the document. Each node of the graph 

represents a word of the document and its relations connect it to its four 

closest neighbors in the four cardinal directions. For the purposes of 

convolution, the graph in Euclidean space is replaced by the adjacency 

matrix describing the words in the spectral domain. Thus, the model 

learns to individually label the words of the document based on their 

neighborhood links. 

In this project, the READ team seeks to extend the extraction method 

to other types of documents in order to test its ability to extract named 

entities of different types and in different types of media. We want to 

test and compare graph attention networks (GAN) of [4, 5, 6, 7, 8] and 

see which is best suited to the problem. The aim is to better specialize 

neighborhood graphs to better represent semi-structured information, 

by retaining the nodes around the headers or information indicators, 

because it will be tedious to use all the words in the document. This was 

the case for invoices that are very structured, which is not the case for 

all documents. 

Framework 

The implementation will be done in Python using the Keras API based 

on the Tensorflow library. 
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