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Abstract. The general number field sieve (GNFS) is the most efficient algorithm known for factoring large integers. It consists of several stages, the first one being polynomial selection. The quality of the selected polynomials can be modeled in terms of size and root properties. We propose a new kind of polynomials for GNFS: with a new degree of freedom, we further improve the size property. We demonstrate the efficiency of our algorithm by exhibiting a better polynomial than the one used for the factorization of RSA-768, and a polynomial for RSA-1024 that outperforms the best published one.

1. Introduction to GNFS

The general number field sieve [11] is the most efficient algorithm known for factoring large integers. It has been used in many record factorizations such as RSA-704 [3] and RSA-768 [18]. GNFS consists of several stages including polynomial selection, sieving, filtering, linear algebra and finding square roots.

Let $n$ be the integer to be factored. In polynomial selection, we want to choose two irreducible and coprime polynomials $f(x)$ and $g(x)$ over $\mathbb{Z}$ which share a common root $m$ modulo $n$. In practice, the homogenized polynomials $F(x, y)$ and $G(x, y)$ are often used. We want to find many coprime pairs $(a, b) \in \mathbb{Z}^2$ such that the polynomials values $F(a, b)$ and $G(a, b)$ are simultaneously smooth with respect to some bounds $B_1$ and $B_2$. An integer is smooth with respect to bound $B$ (or $B$-smooth) if none of its prime factors are larger than $B$. The line sieving and lattice sieving [17] are commonly used to identify such pairs $(a, b)$.

The running-time of sieving depends on the quality of the chosen polynomials in polynomial selection, hence many polynomial pairs will be generated and optimized in order to produce a good one.

This paper proposes a new kind of polynomials for the number field sieve, together with a corresponding algorithm to generate such polynomials, and exhibits better polynomials found by this algorithm for RSA challenge numbers.

2. Polynomial selection

For large integers, most methods for polynomial selection [6, 9, 10, 12, 13] in GNFS use a linear polynomial for $g(x)$ and a nonlinear one for $f(x)$ (degree 6 in latest records). The standard method to generate such polynomial pairs is to expand $n$ in base-$(m_1, m_2)$ so $n = \sum_{i=0}^{d} c_i m_1^{d-i}$. The polynomial pair is given by $f(x) = \sum_{i=0}^{d} c_i x^i$ and $g(x) = m_2 x - m_1$. 
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The running-time of sieving depends on the smoothness of the polynomial values \(|F(a, b)|\) and \(|G(a, b)|\). Let \(\Psi(z, z^{1/u})\) be the number of \(z^{1/u}\)-smooth integers below \(z\) for some \(u > 0\). The Dickman-de Bruijn function \(\rho(u)\) is often used to estimate the density of smooth numbers \(\Psi(z, z^{1/u})\). It can be shown that

\[
\lim_{z \to \infty} \frac{\Psi(z, z^{1/u})}{z} = \rho(u).
\]

The Dickman-de Bruijn function satisfies the differential-difference equation

\[
u \rho'(u) + \rho(u - 1) = 0, \quad \rho(u) = 1 \quad \text{for} \quad 0 \leq u \leq 1.
\]

It may be shown that \(\rho\) satisfies the asymptotic estimate

\[
\log(\rho(u)) = -(1 + o(1))u \log u \quad \text{as} \quad u \to \infty.
\]

For practical purposes, the frequency of smooth numbers can be approximated by the Canfield-Erdős-Pomerance theorem, which can be stated as follows (Corollary 1.3 from [8]):

**Theorem 2.1.** For any fixed \(\epsilon > 0\), we have

\[
\Psi(z, z^{1/u}) = z u^{-u(1+o(1))}
\]

as \(z^{1/u}\) and \(u\) tend to infinity, uniformly in the region \(z \geq u^{u/(1-\epsilon)}\).

We want to choose polynomials that produce many smooth polynomial values across the sieve region. This heuristically requires that the size of polynomial values is small in general. In addition, one can choose an algebraic polynomial \(f(x)\) which has many roots modulo small prime powers. Then the polynomial values are likely to be divisible by small prime powers. This may increase the smoothness probability of polynomial values. In the rest of this section, we recall some methods [9, 13] to estimate and compare the quality of polynomials.

### 2.1. Quality of polynomials

The quality of the chosen polynomials in polynomial selection can be modelled in terms of size and root properties [13].

#### 2.1.1. Size property

Let \((a, b)\) be pairs of relatively prime integers in the sieving region \(\Omega\). Since \(G\) is a linear polynomial, we may assume that \(\log(|G(a, b)|)\) does not vary much across the sieving region. We thus only consider the size of the nonlinear polynomial \(F\), which is modelled by the circular logarithmic \(L^2\)-norm (the smaller the better):

\[
(2.1) \quad \frac{1}{2} \log \left( s^{-d} \int_0^{2\pi} \int_0^1 F^2(s \cos \theta, \sin \theta) r^{2d+1} \, dr \, d\theta \right).
\]

For the norm defined in Equation (2.1), one should not only be able to estimate accurately that norm for a given skewness \(s\), but find the optimal skewness that gives the minimal norm.

For a sextic polynomial, the logarithmic \(L^2\)-norm in Equation (2.1) can be expressed as follows, where \(c_i = c_i s^{i-d}/2\):

\[
(2.2) \quad \frac{1}{2} \log \left( \frac{\pi}{7108} (231 c_0^2 + 42 c_0 c_2 + 14 c_0 c_4 + 10 c_0 c_6 + 21 c_2^2 + 14 c_1 c_3 + 10 c_1 c_5 + 7 c_1^2 + 14 c_2 c_4 + 14 c_2 c_6 + 5 c_4^2 + 14 c_3 c_5 + 7 c_3^2 + 42 c_3 c_6 + 21 c_5^2 + 231 c_6^2) \right).
\]
For a degree-$d$ polynomial $f(x)$, locating the extrema with respect to $s$ of the term inside the logarithm simply reduces to finding the roots of a degree-$d$ polynomial, and keeping the root giving the smallest norm. We often say “the skewness of $f$” for this optimal skewness $s$.

2.1.2. **Root property.** If a polynomial $f(x)$ has many roots modulo small prime powers, the polynomial values may behave more smooth than random integers of about the same size. Boender, Brent, Montgomery and Murphy [5, 12, 13, 14] described some quantitative measures of this effect (root property). Let $n_{p^k}$ be the number of roots of $f \mod p^k$ for $k \geq 1$. The expected $p$-valuation $\nu_p(f)$ is defined to be $\nu_p(f) = \sum_{k=1}^{\infty} n_{p^k} / (p^k - 1 (p + 1))$. The root property can be quantified by $\alpha(F) = \sum_{p \leq B \text{ prime}} \frac{1}{p - 1 - \nu_p(F)} \log p$, which compares the cumulative expected $p$-valuation of polynomial values to random integers of similar size. We refer to [2, 4, 13] for more details.

2.1.3. **Combined score.** The logarithmic $L^2$-norm in Equation (2.1) can be modified to take the root property into account. Assuming the polynomial value $F(x, y)$ behaves — for the smoothness — like a random integer around $F(x, y) e^{\alpha(F)}$, the combined score is defined by adding $\alpha(F)$ to the logarithmic $L^2$-norm. The combined score is only a rough estimate to compare polynomials. In practice, it is only trustful when the differences between polynomials are large.

2.1.4. **Murphy’s E score.** Murphy’s E score [13] is a (relatively) reliable ranking function to identify the best polynomials without test sieving. Taking the root property into account, the number of sieving reports (coprime pairs that lead to smooth polynomial values) can be approximated by

\[
\int_{\Omega} \rho \left( \frac{|F(x, y)| + \alpha(F)}{\log B_1} \right) \rho \left( \frac{|G(x, y)| + \alpha(G)}{\log B_2} \right) \, dx \, dy.
\]

For comparison, one can ignore the constant multiplier $6/\pi^2$. To approximate the integral, Murphy used a summation over a set of $K$ sample points $(x_i, y_i)$:

\[
E(F, G) = \sum_{i=1}^{K} \rho \left( \frac{|F(x_i, y_i)| + \alpha(F)}{\log B_1} \right) \rho \left( \frac{|G(x_i, y_i)| + \alpha(G)}{\log B_2} \right).
\]

Over a circular region of radius $r$, we can sample $x_i = r \cos \theta_i$ and $y_i = r \cos \theta_i$. The angles $\theta_i$ sample the points on (the boundary of) the circular region. The Dickman-de Bruijn function $\rho(x)$ does not admit a closed form solution. An asymptotic expansion can be used to approximate its values. Murphy’s E score is a better ranking function and we use it in §3.5 to compare polynomials.

2.2. **Optimizing the quality of polynomials.** Polynomial selection can be divided into three steps: polynomial generation, size optimization and root optimization. In polynomial generation, we generate many raw polynomials whose size is admissible. We further reduce the size of the raw polynomials in size optimization. Many polynomials can have comparable size after size optimization. We produce and choose the best polynomials in terms of root properties in root optimization.
Translation and rotation are useful to optimize the size and root properties. Let $f(x) = \sum_{i=0}^{d} c_{i} x^{i}$ and $g(x) = m_{2} x - m_{1}$ where $m_{1}/m_{2} \mod n$ is the common root.

Translation of $f(x)$ by $k$ gives a new polynomial $f(x + k)$; the linear polynomial becomes $g(x) + km_{2}$, and the common root is changed to $m_{1}/m_{2} - k \mod n$. Translation does not alter the root properties.

Rotation by a polynomial $\lambda(x)$ gives a new polynomial $f(x) + \lambda(x) g(x)$; the linear polynomial and the common root are unchanged. $\lambda(x)$ is often a linear or quadratic polynomial, depending on $n$ and on the skewness of $f(x)$. Rotation can affect both size and root properties.

The contributions of this paper are threefold: (i) we introduce a new kind of polynomials for GNFS; (ii) we propose an algorithm which generates such polynomials, assuming a good translation $k$ is known; and (iii) we propose an algorithm to find such a good translation.

3. Size optimization

Polynomial generation (e.g., using Kleinjung’s methods \textsuperscript{[9, 10]}) gives many raw polynomials with small leading coefficients. The raw polynomials have very small $|c_{d}|, |c_{d-1}|$ and small $|c_{d-2}|$. The coefficients $|c_{d-3}|, \ldots, |c_{0}|$ are comparable to $m_{1} \approx (n/c_{d})^{1/d}$. In size optimization, we want to produce polynomials with smaller logarithmic $L^{2}$-norm (e.g., Equation (2.1)) by changing the skewness, translating and rotating.

Assuming no cancellation occurs, we can approximate $|F(a, b)| \approx \sum_{i=0}^{d} |c_{i} a^{i} b^{d-i}|$; this approximation is maximal at the corner of the sieve region $a = U \sqrt{s}$, $b = U / \sqrt{s}$, where $|F(a, b)| \approx U^{d} \sum_{i=0}^{d} |c_{i} s^{i-d/2}|$. For quintic polynomials, $|c_{5}|, |c_{4}|$ and $|c_{3}|$ are small when using Kleinjung’s algorithm. The next non-controlled coefficient is $c_{2}$. As $s \geq 1$, the dominant term is $|c_{2}| s^{-1/2} U^{5}$, so the contribution of $c_{2}$ on the polynomial value is already reduced by a factor of $s^{-1/2}$.

For sextic polynomials, the approximate polynomial values are dominated by the term $|c_{3}| U^{6}$ in the regions where no cancellation occurs. Here, $c_{3}$ is not controlled in the polynomial generation step, and we do not get a reduction in size like the $s^{-1/2}$ factor for quintic polynomials. Therefore, it is important to size-optimize sextic polynomials before trying to optimize the root properties.

Sextic polynomials are of main interest since they have been used in record factorizations such as RSA-768 \textsuperscript{[15]} and should be used for future records. Murphy \textsuperscript{[13]} shows that the running time of the number field sieve, to factor an integer $n$ with a degree-$d$ polynomial, is about

$$\exp \left( (1 + o(1)) \left( d \log d + \sqrt{(d \log d)^{2} + 4 \log(n^{1/(d+1)})} \log \log(n^{1/(d+1)}) \right) \right).$$

With numerical calculations for various $n$ and $d$, this would indicate that sextic polynomials are preferable for numbers between 220 and 360 decimal digits. The two challenge numbers RSA-896 (270 digits) and RSA-1024 (309 digits) are thus suitable for using sextic polynomials.

Let $f(x)$ be a sextic polynomial. We can use quadratic rotations since $c_{3}, \ldots, c_{0}$ have order $(n/c_{6})^{1/6}$. A quadratic rotation is defined for integers $u, v, w$ by:

$$f_{u,v,w}(x) = f(x) + (ux^{2} + vx + w) g(x).$$
3.1. Some “classical” methods. We describe here some of the state-of-the-art size-optimization ideas, some of which are not due to the authors of this article, but since they are not published elsewhere, we mention them for completeness.

We want to produce a polynomial with small $L^2$-norm by translation and rotation. We focus on degree 6 here for sake of clarity, it is straightforward to generalize to other degrees.

In the raw polynomial, $c_0, c_1, c_2, c_3$ have similar size and are much larger than $c_4, c_5, c_6$. In Equation (2.2), $\hat{c}_0, \hat{c}_1, \hat{c}_2$ are bounded by $\hat{c}_3$. Therefore, the $L^2$-norm can be controlled by terms involving $\hat{c}_3, \hat{c}_4, \hat{c}_6$ (since $|c_6| \approx |c_5| \ll |c_4|$). Assuming no cancellation occurs in Eq. (2.2), a lower bound, not depending on skewness, is the term $\hat{c}_3^2 = c_3^2$. Hence, a small $c_3$ is a necessary condition for a small $L^2$-norm.

The idea is to minimize $c_3$ by translation. Translation by $k$ gives a polynomial in $x$ whose coefficients are functions of $k$:

$$f(x + k) = c_6 x^6 + (6c_6 k + c_5) x^5 + (15c_6 k^2 + 5c_5 k + c_4) x^4 + (20c_6 k^3 + 10c_5 k^2 + 4c_4 k + c_3) x^3 + \cdots$$

Let $c_i(k)$ be the coefficients of the $i$-th term in the translated polynomial. $c_3(k)$ of $f(x + k)$ is a cubic polynomial in $k$. The coefficients $c_0(k), c_1(k), c_2(k)$ will increase due to translation. We can use rotation to reduce them, if needed.

3.1.1. Minimizing $c_3(k)$. The cubic polynomial $c_3(k)$ has either one or three real roots. (This is not particular to degree 6: the coefficient $c_{d-3}(k)$ is always cubic in $k$.) For each real root $r$, we choose $k_0$ to be either $[r]$ or $\lceil r \rceil$, whichever minimizes $|c_3(k)|$. We translate $f(x)$ by $k_0$. Then we can further optimize the polynomial by a local descent method.

We give an example with the raw polynomial of $A_{768}$ from [4.1]. The coefficient of $x^3$ in $f(x + k)$ is

$$1810534320 k^3 + 2410120740 k^2 - 1189404920661858930542720 k + 729479045157502847705046405865868764.$$  

This cubic polynomial has a real root near $k_0 = -1591376391$. We translate $f(x)$ by $k_0$, which reduces the coefficient $c_3$ from $7.3 \cdot 10^{36}$ to $-1.4 \cdot 10^{27}$. After reducing the coefficients of degree 2, 1, 0 of $f(x + k_0)$ by rotation, we obtain a logarithmic $L^2$-norm of 77.36, compared to 81.82 for $f(x)$. We then apply a local optimization method.

This method works better on average than a local optimization used alone. Table II (see also Figure 1) shows that on our RSA-768 data set of $10^5$ polynomials, it reduces the average logarithmic $L^2$-norm to 70.34 (with standard deviation 0.60).

3.2. A new class of GNFS polynomials. Previous polynomial selection algorithms that generate a nonlinear polynomial $f(x)$ and a linear one $g(x)$ all produced polynomials such that $\text{Res}(f, g) = \pm n$ where $n$ is the number to factor.

We propose a more general class, such that $\text{Res}(f, g) = \ell n$, where $\ell$ is a small integer, which we call the “multiplier”, as in MPQS polynomial selection [19].

3.3. An algorithm to find such polynomials. For sake of simplicity we describe the algorithm for a degree-6 polynomial, but it applies to any degree $d$-polynomial, as long as $d \geq 3$. Given a raw degree-6 polynomial $f = c_0 x^6 + \cdots + c_1 x + c_0$, and a linear polynomial $g = m_2 x - m_1$ — for example found by Kleinjung’s algorithm [9] [10] —, we want to find a polynomial of small $L^2$-norm, as defined in Eq. (2.1),
by using either translation or rotation. Choose a positive integer $s$ (corresponding to the skewness of $f$) and form the following lattice from the coefficients of $f$ (each column representing a vector):

$$L = \begin{pmatrix}
  s^6c_6 & 0 & 0 & 0 & 0 \\
  s^5c_5 & 0 & 0 & 0 & 0 \\
  s^4c_4 & s^4m_2 & 0 & 0 & 0 \\
  s^3c_3 & -s^3m_1 & s^3m_2 & 0 & 0 \\
  s^2c_2 & 0 & -s^2m_1 & s^2m_2 & 0 \\
  sc_1 & 0 & 0 & -sm_1 & sm_2 \\
  c_0 & 0 & 0 & 0 & -m_1
\end{pmatrix}.$$

Then reduce this lattice with the Lenstra-Lenstra-Lovász algorithm (LLL), one obtains short vectors of the form:

$$\begin{pmatrix}
  s^6(ℓc_6) \\
  s^5(ℓc_5) \\
  s^4(ℓc_4 + tm_2) \\
  s^3(ℓc_3 - tm_1 + um_2) \\
  s^2(ℓc_2 - um_1 + wm_2) \\
  s(ℓc_1 - vm_1 + wm_2) \\
  ℓc_0 - vm_1
\end{pmatrix}$$

which correspond to $ℓf(x) + (tx^3 + ux^2 + vx + w)g(x)$, after dividing (exactly) the coefficients by $s^6, s^5, ...$. Then one applies some local optimization procedure. If one wants the first vector of $L$ to be not much larger than the last one in norm, one will take $s \leq (m_1/c_6)^{1/6}$.

In practice the polynomial $ℓf(x) + (tx^3 + ux^2 + vx + w)g(x)$ corresponding to the shortest vector is the same for a large range of skewness $s$; it thus suffices to consider a few values of $s$, say $s = 10^3, 10^4, 10^5, 10^6$ for example.

This LLL-based algorithm finds a good rotation $ℓf(x) + (\cdots + ux^2 + vx + w)g(x)$; to find a good translation we apply this algorithm on $f(x + k), g(x + k)$ for several values of $k$, and keep the overall best polynomials (in §3.4, we describe how to find good values of the translation $k$).

Previous work has focused on $ℓ = 1$ only: here we allow a multiplier $ℓ > 1$. If $\text{Res}(f, g) = ±n$ where $n$ is the number to factor, then with a multiplier we get $\text{Res}(ℓf + \cdots, g) = ±ℓn$, thus the resultant is increased by a factor $ℓ$, but nonetheless we might find better polynomials (as demonstrated experimentally below).

It should be noted that one does not try to reduce the coefficient $c_5$, since with Kleinjung’s algorithm, it is of the same order of magnitude as $c_6$.

This method works better on average than the previous methods. Table 1 shows that it reduces the average logarithmic $L^2$-norm to 68.42 (with standard deviation 0.72) on our RSA-768 data set of $10^5$ polynomials.

3.4. Finding a good translation. In this section we describe two methods to generate translations that can be used as input for the algorithm described in Section 3.3.

3.4.1. Minimizing $c_{d-2}(k)$ and $c_{d-3}(k)$ simultaneously. This method is derived from the one described in §3.1.1.

After translation and the algorithm described in §3.3, if only the rotation of highest degree is considered, the new polynomial will look like $ℓf(x+k)+tx^{d-3}g(x+$
$k$, where $\ell$ and $t$ are integers. Let $q = t/\ell$, the problem reduces to find rational values of $q$ for which there exists values of $k$ that make $\hat{c}_{d-2}(k)$ and $\hat{c}_{d-3}(k)$ small in $\hat{f} = f(x + k) + qx^{d-3}g(x + k) =: \sum_{i=0}^{d} \hat{c}_i(k)x^i$. As we want to minimize $\hat{c}_{d-2}(k)$ and $\hat{c}_{d-3}(k)$ simultaneously, we try to find values of $q$ for which $\text{Res}_k(\hat{c}_{d-3}(k), \hat{c}_{d-2}(k))$ has a root or is small (in absolute value).

For degree 6, $\hat{c}_{d-2}(k)$ and $\hat{c}_{d-3}(k)$ have the following form, with $g = m_2x - m_1$:

\[
\hat{c}_d(k) = 15c_6k^2 + 5c_5k + c_4 + qm_2,
\]
\[
\hat{c}_5(k) = 20c_6k^3 + 10c_5k^2 + 4c_4k + qm_2k + c_3 - qm_1.
\]

The formula of $\text{Res}(\hat{c}_3(k), \hat{c}_4(k))$ shows that it is a polynomial of degree 3 in $q$, with integer coefficients. So it has either 1 or 3 real roots.

In the case where the resultant has 3 real roots, each root can be approximated with a rational number, using continued fractions, Farey approximations or trying all rational fractions with bounded denominator. For each of these rational approximations, roots of $\hat{c}_4(k)$ and $\hat{c}_5(k)$ can be computed (they are close, by choice of $q$), and can be rounded to obtain values for the translation $k$.

In the case where the resultant has 1 real root, experiments show that it is necessary to consider also extrema of the resultant and not only the root. Then, as in the other case, rational approximations of these values of $q$ are used to find values of $k$.

In both cases, the values of $k$ found provide pairs of translated polynomials $(f(x + k), g(x + k))$ that can be used as input for the algorithm described in §3.3.

### 3.4.2. Translations of the form $i \times 10^j$. In addition to the above direct method, one can try values of $k$ of the form $i \cdot 10^j$ for small $i, j$. In practice, this helps to locate a few good values of $k$ which are missed by the above direct algorithm.

#### 3.5. Experiments

We examine a data set consisting of $10^5$ raw sextic polynomials for RSA-768. Those polynomials were generated by CADO-NFS and Msieve using Kleinjung’s algorithm. Table 1 (left) shows the average logarithmic $L^2$-norm for the raw and optimized polynomials. Figure 1 shows the normalized discrete density distribution of logarithmic $L^2$-norm for the raw and optimized polynomials.

<table>
<thead>
<tr>
<th>Method</th>
<th>RSA-768</th>
<th>RSA-512</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\log(L^2)$</td>
<td>std. $\log(L^2)$</td>
</tr>
<tr>
<td>Raw polynomials</td>
<td>80.75</td>
<td>1.00</td>
</tr>
<tr>
<td>CADO-NFS 3.3</td>
<td>70.34</td>
<td>0.60</td>
</tr>
<tr>
<td>Method of [3.3]</td>
<td>68.42</td>
<td>0.72</td>
</tr>
</tbody>
</table>

![Table 1. Comparison of size optimization methods on $10^5$ raw polynomials for RSA-768 (left) and 5795 raw polynomials for RSA-512 (right). Columns $\log(L^2)$ and std. $\log(L^2)$ record the average logarithmic $L^2$-norm of polynomials and its standard deviation.](image)

We performed a similar experiment with degree-5 raw polynomials produced by CADO-NFS for RSA-512 (see Table 1 right). Although the gain on the average logarithmic $L^2$-norm is smaller than for degree 6, it demonstrates the new algorithm is still valuable for degree 5.

In Table 2 we further consider some experiments to compare the final polynomials (after size and root optimization) obtained by the new methods (c.f. §3.3).
and the local optimization method. For the RSA-768 data, we optimize the size of the raw polynomials in both ways and then run the root optimization on the size-optimized polynomials. Assuming that Murphy’s E score provides an accurate estimation of the yield rate, we can see that the new method produces polynomials with much higher yield rates on average.

Table 2. Comparison of two size optimization methods on $10^5$ raw polynomials for RSA-768. Columns log($L^2$) and $\alpha(F)$ record the average logarithmic $L^2$-norm and $\alpha$-score of polynomials after size and root optimization; Columns C and E are the average combined score (c.f. §2.1.3) and Murphy’s E score (c.f. §2.1.4) for polynomials after size and root optimization; Columns Top C and Top E are the average combined score and Murphy’s E score for the top 100 polynomials respectively. Here we use $B_1 = 1.1 \times 10^9$, $B_2 = 2.0 \times 10^8$ and the area $2.362 \times 10^{18}$ for the domain $\Omega$ in the computation of Murphy’s E score.

<table>
<thead>
<tr>
<th>Method</th>
<th>log($L^2$)</th>
<th>$\alpha(F)$</th>
<th>C</th>
<th>Top C</th>
<th>E</th>
<th>Top E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local optimization</td>
<td>80.65</td>
<td>-7.777</td>
<td>72.87</td>
<td>64.23</td>
<td>3.37e-14</td>
<td>1.53e-13</td>
</tr>
<tr>
<td>Method of §3.1</td>
<td>69.90</td>
<td>-6.812</td>
<td>63.08</td>
<td>59.05</td>
<td>1.10e-13</td>
<td>2.53e-13</td>
</tr>
</tbody>
</table>

4. Polynomials for RSA Challenge numbers

4.1. RSA-768. Using our algorithm on a data-set kindly provided by Jason Papadopoulos, we found several polynomials for RSA-768 that are better than the one used for its factorization, see Table 3.
The polynomials $A_{768}$ and $B_{768}$ correspond to a multiplier $\ell = 36$ and 15 from their respective raw polynomials, thus could not have been found with previously known methods. The original polynomial used for the RSA-768 factorization has logarithmic-$L^2$ norm 64.08 and Murphy $E$ score 4.28e-13. Both polynomials $A_{768}$ and $B_{768}$ have better Murphy $E$ score.

A sieving test in the special-$q$ range of length $10^5$ starting at 3,400,000,000 shows that the polynomial $A_{768}$ produces 7% more relations per special-$q$ than the original RSA-768 polynomial, and 5% more relations per second. For this test, we use the same binary than the one used for the factorization of RSA-768, with same parameters. A similar sieving test shows that $B_{768}$ produces 5% more relations per special-$q$ than the original polynomial, and 3% more relations per second.
We give for each one the logarithmic $L^2$-norm of the raw polynomial, the best size-optimized polynomial found with CADO-NFS 2.1, and with our new algorithm:

<table>
<thead>
<tr>
<th>#</th>
<th>$c_0$</th>
<th>$m_2$</th>
<th>$m_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>120</td>
<td>38849974036761151516819006363255247541944959325</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>388499740366914711183938010673143684112903927</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>180</td>
<td>36302920883450375353547539930852651396354800</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>240</td>
<td>34603373980760708268993210773289788392986672</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>300</td>
<td>333409975147007943193623545241468414163915</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>480</td>
<td>30828101522793436115065851241246900982158669</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>540</td>
<td>3022883152355672444048084094178516307608795</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>600</td>
<td>297026441131666391788709434519093952152703</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>600</td>
<td>297026441133748328236580421265680417019345427</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>600</td>
<td>2970264411352257109217992960036162267293068705</td>
<td></td>
</tr>
</tbody>
</table>

The new algorithm yields a logarithmic $L^2$-norm which is smaller by 2.40 on average (79.94 against 82.34), and always smaller, with the exception of #8.

4.3. RSA-1024. Let us consider the degree-6 polynomial for RSA-1024 from [20, Appendix A]. This polynomial has logarithmic $L^2$-norm 100.02 according to Eq. (2.1). We ran our algorithm to re-optimize this polynomial, and obtained the polynomial $A_{1024}$ of logarithmic $L^2$-norm 94.91: Therefore we can expect polynomial values $F(a, b)$ to be smaller by a factor about $\exp(100.02 − 94.91) \approx 166$.

Moreover, using our implementation in CADO-NFS, we found the polynomial $B_{1024}$. According to its Murphy E score of 7.26e-12, against 9.75e-13 for the polynomial from [20], we can expect a relation yield about 7.4 times larger. With same parameters ($B_1 = B_2 = 10^{11}$, area $10^{18}$), we get a Murphy E score of 3.56e-09 for the polynomial used to factor RSA-768, which would give a sieving time for RSA-1024 about 490 times larger than for RSA-768 (instead of 1000 times as claimed in [18]). Note this polynomial was found in a few cpu hours only, we expect a much better polynomial with a real search of a few thousands cpu years. This polynomial is also better than the one from [21], which has Murphy E score 6.79e-12.

5. Conclusion

We introduced a new class of polynomials for GNFS, proposed new algorithms that produce such polynomials of small size, and demonstrated the efficiency of those algorithms on RSA challenge numbers. Those algorithms are implemented in CADO-NFS [1], an open-source implementation of the number field sieve.
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