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Abstract. In this paper, we study Boolean Bl Logic (BBI) from a semantic per-
spective. This logic arises as a logical basis of some recent separation logics used
for reasoning about mutable data structures and we aim at proposing new re-
sults from alternative semantic foundations for BBI that seem to be necessary in
the context of modeling and proving program properties. Starting from a Kripke
relational semantics for BBI which can also be viewed as a non-deterministic
monoidal semantics, we first show that BBI includes some S4-like modalities and
deduce new results: faithful embeddings of S4 modal logic, and then of intuition-
istic logic (IL) into BBI, despite of the classical nature of its additive connectives.
Moreover, we provide a logical characterization of the observational power of
BBI through an adequate definition of bisimulation.

1 Introduction

Separation logics are logics for reasoning about mutable data structures [9, 12, 15] in
which pre- and post-conditions are written in a logic enriched with specific forms of
conjunction or implication. They are mainly based on the logic of Bunched Implications
(BI) which combines standard (additive) intuitionistic implication — and conjunction A
(additive connectives) and linear (intuitionistic) implication —« and conjunction * (mul-
tiplicative connectives) [11]. Actually, they mainly deal with Boolean BI (BBI) that is the
version of Bl in which the additive connectives are classical. Compared to Bl, BBl needs
further investigations from both semantic and proof-theoretic points of view. Recently
we have proposed results about propositional Bl: new semantics (based on relations or
partially defined monoids) [8], labelled calculi and related proof-search methods from
which decidability and finite model property have been proved [6].

Our aim is to obtain similar results for BBI, in order to provide new proof-theoretical
foundations for this logic but also for some computational models of BBI like separation
and spatial logics [2, 15]. Even if the difference with Bl is mainly the classical nature
of additives, we cannot directly derive such results from those of Bl, for instance a
(complete) based-on monoid semantics like in Bl [8] or in classical Bl pointer logic [9].
Therefore it seems is necessary to study new semantic foundations of BBI that initially
has an algebraic model called Boolean Bl-algebra [13]. In this context, we start from a
Kripke relational semantics for BBI, that is proved sound and complete, and also provide
an equivalent semantics based on non-deterministic monoids. The first ternary-relation



models for BBI, defined by Yang [17], are based on the notion of maximally consis-
tent sets. Their definitions and proofs strongly use classical negation and are tailored
towards BBI. Our semantics, that is equivalent, is in the continuation of our works about
relational models of (intuitionistic) Bl [8] and does not deal with negation. It might be
suitable to consider open problems like, for instance, the existence of a (deterministic)
based-on monoid semantics for BBI? Even if we can define, from this semantics, la-
belled calculi and thus prove their completeness for BBI, it would remain to study prop-
erties of propositional BBI, like decidability and finite model property. Our relational
models for BBI, that extend those for Bl, seem to provide good foundations for such a
study. As a consequence of the soundness property, we propose as central contributions
embeddings of modal logic S4, and then of intuitionistic logic IL into BBI. The later
could be surprising despite of the classical nature of its additive connectives. These
embeddings have consequences on the use of BBI from proof-search and complexity
perspectives. To complete these semantical investigations about BBI, we also provide
a logical characterization of its observational power through an adequate definition of
bisimulation.

2 Boolean BI

Boolean BI, denoted by BBI, is a mixed logic like Bl [13] that has some computational
models like separation and spatial logics [2, 15]. It is built on a set Var of propositional
variables combined using additive connectives of classical propositional logic (A, V,
—, =, | and T) and linear connectives of multiplicative linear logic (x, — and I).
Provability in BBI is defined in [13] by adding the rule of reduc- AL B
tio ad absurdum denoted [RAA] to the natural deduction calcu- ————
lus of BI.! In this paper, like in [17], we rather adopt a Hilbert AFB
deduction system to define provability in BBI. We only recall here the axioms and rules
that characterize BBI. First, we choose any (finite) set of axioms for the classical part of
BBI among the axiom sets for classical propositional logic.> We add to it the following
axioms for the linear part:

[RAA]

1. A— (IxA) 3. (AxB)— (BxA)
2. (IxA)—A 4. (A% (B*C)) — ((AxB)*C)

All these axioms should be considered as schemes, i.e., we consider the closure of the
set of axioms under (uniform) substitutions. Moreover, we have the following Hilbert
deduction rules for BBI:

FA FA—B FA—C FB—D
[MP] [4]
FB F(AxB)— (CxD)
FA— (B—C) FH(AxB)—C
o ) ki WA
FH(AxB)—C FA— (B—C)

! with —A defined as ~A=A— L.
2 such axioms could be for example A— (AV B), A— (B— (AAB)), ...



The [MP]-rule is the usual modus ponens and the three other rules [«], [-¢] and [-;]
hold for Bl and BBI. Compared to BI, the additive axioms of BBI are those of classical
logic instead of intuitionistic logic. So the set of “classical” axioms of BBI contains a
form of reductio ad absurdum, like for example =—A — A. An algebraic model for this
system is called a Boolean BI-algebra. We denote by A ~ B the logical equivalence of
A and B (both HFA— B and B — A are deducible from the axioms).

Proposition 1. The following logical equivalences hold in Bl and BBI:

LxA ~ 1 (AVB)*C ~ (AxC)V(BxC)
1L +A~T (AvB) +C ~ (A—+*C)A(B-+C)
AT ~ T A= (BAC) ~ (A*B)A(A—=C)

Computational models of BBI, like BI’s pointer logic (PL), are used for reasoning
about mutable data structures [9] and we aim at studying them in a proof-theoretic
perspective from their semantics [7]. Starting from our results on BI [6, 8] we need first
to study relational models for BBI.

3 A Kripke Relational Semanticsfor BBI

Before to study semantics of BBI, we emphasize the relationships between the notions
of non-deterministic monoid and so-called relational frame.

3.1 Non-deterministic monoids and relational semantics

Let us consider a set M. We denote by P(M ) the powerset of M, i.e. its set of subsets.
A binary function o : M x M — P(M) is naturally extended to a binary operator
on P(M) by XoY = J{xoy|x € X,y €Y} for any subsets X,Y of M. Using this
extension, we can identify an element m of M with the singleton set {m} and derive
the equations mo X = {m}oX and aob = {a} o {b}.

Definition 1. A non-deterministic monoid is a triple (M ,0,e) where e € M and o :
M x M — P(M) for which the following conditions hold:

1.Vae M,eca={a} (identity)

2.Va,b € M, ,aob=boa (commutativity)

3.Va,b,c € M,ao(boc) = (aob)oc (associativity)?

The term non-deterministic is introduced in order to emphasize the fact that the
composition aob may yield not only one but several results including the possible
incompatibility of a and b in which case aob = 0. If (M, x, 1) is a commutative monoid
then, defining aob = {a x b} and e = 1 induces a non-deterministic monoid structure
on M. Partial monoids can also be represented using the empty set 0 as the result of
undefined compositions. We claim that the notion of non-deterministic monoid is an
extension of the notion of partial commutative monoid. Then, these models generalize
the (associative and commutative) tree based models [5] or the process based models [3]
of separation logics. We establish an algebraic link between non-deterministic monoids
and Boolean-BI algebras.

3 The axiom of associativity should be understood using the extension of o to P(M).



Proposition 2. Letthe triple (1, o,e) be a non-deterministic monoid. Then (P(M), C, o)
is a quantale and also a complete boolean algebra.

Using the isomorphism between M x M — P(M) and M X M x M — 2 =
{false < true}, we define a ternary relation>C M x M x M by: a,brc iff ceaobh.
Then we can also consider non-deterministic monoids as relational frames.

Definition 2. A relational frame is a triple (9,1, e) where e is an element of M and >
aternary relation on M satisfying, for all a,b,c,d € A

1. e,ar> biff a = b (identity)

2.a,bp>ciffb,ar c (commutativity)

3.if 3k(a,k>d andb,cr> k) then Ip(a,b> p and p,c > d) (associativity)

The relation m,a > b can be read in both directions: “the composition of m and a
yields b” or “b is decomposable into m and a.” We claim that relational frames can
model process calculi and resource calculi or a combination of both like in [14]. The
two notions of non-deterministic monoid and relational frame are in fact completely
isomorphic. In the following, we will rather use the relational frame notion.

Moreover, from Proposition 2, it is clear that non-deterministic monoids (or equiva-
lently relational frames) induce Boolean Bl algebras on the powerset of their career.

3.2 A Relational Semantics for BBI

Let (M,>,e) be a relational frame and v : Var — P(M) be a valuation, i.e. an in-
terpretation of propositional variables. We define, by induction on formulae, a forcing
relation |- between elements of M and formulae of BBI:

mi-1 iff m=e mi-X iff mev(X)

mli- L iff never mi-FAvVB iff miFAormi-B
mi-T iff always miFAAB iff miFAandml-B
mi--A iff mkFA miFA—B iff m¥FAorml-B

mi-FAxB iff 3Ja,bstab>mandal-Aandbi-B
mi-FA—=«B iff Va,b(m,arbandal-A)impliesbl-B

Theorem 1 (Soundness). Let (M >, e) be a relational frame and v a valuation. If A €
BBI is provable then for any element m of 44, m I A holds.

Proof. Let us fix a relational frame (M ,>,e) and a valuation v : Var — P(M). Since
the interpretation of the additive connectives of BBI is the standard Kripke interpretation
of classical propositional connectives, all theorems of classical logic are forced by all
elements of M. Moreover the rule [MP] preserves forcing since it is the standard modus
ponens rule of classical logic. We only have to check that the linear axioms are forced
and also that the three deduction rules [x], [—1] and [-2] preserve forcing.

Let us check axiom 4 (section 2). Let m be such that m IF Ax (B C). We prove that
m Ik (A% B) «C. By definition of the forcing relation, there exist a,k s.t. a,k > m and
alFAand kI B«C. So there exist b,c>ks.t. bIFBand cIFC. Thus a,k>mand b,c>k
holds. By associativity of the > relation, there exists p s.t. a,b> p and p,c>m. Since



a,b> p, we deduce p I- AxB and since p,cm, we deduce mI- (AxB) «C.

Now let us check the deduction rule [—;]. Suppose that for any element m of M, m I
A— (B—C) holds. Let k be an element of M such that k |- AxB holds. Let us prove that
k IF C holds. Since k I AxB, there exista,b s.t. a,b>kandal- Aand bl B. Since al- A
holds and a - A — (B —C) holds (by instantiation of the hypothesis), then al- B —C
holds. But since a,b > k holds, by definition of the forcing relation, we deduce k I- C.

Let us study the completeness of this relational semantics by extending techniques
we used to prove completeness of the relational semantics of Bl [8]. We define a term
model based on the Lindenbaum construction and the prime filters of this boolean al-
gebra. We denote by L the set of classes of logically equivalent formulae and these
classes by the letters a,b,c... The class of a formula A is denoted [A] = {B | A ~ B}.
The ~ equivalence relation is a congruence and the logical connectives induce algebraic
operators on the Lindenbaum algebra. An order relation is defined between classes by
[A] < [B]iff HFA— B is provable and (L, <) has the structure of a boolean algebra with
least element 0 = [ L] and greatest element 1 = [T], each classical connective inducing
a corresponding boolean operator. We introduce i = [I] as the class of the monoidal unit.

Filters and prime filters. The upward closure of a subset X of L is defined by TX =
{ke L |3IxeX,x<k}. Afilter F of L is anon-empty (1 € F) upward closed (|F = F)
and meet-stable (VX,y € F,xAy € F) subset of L. If X is an element of L then [x={k €
L | x <k} is the least filter containing X. 10 = L is the greatest filter.

A prime filter Fp of L is a filter which is proper (0 ¢ Fp) and satisfies Va,b €
L,aVb e Fpimplies (a € Fporb € Fp). Let us recall the following result: since L is a
boolean algebra, the prime filters are exactly the maximal proper filters of L [4].

Proposition 3. Let Fp, G, be prime filters of L. If Fp C Gy then Fp = Gp.

We denote by F (resp. Fp) the set of filters (resp. prime filters) of L. They are
ordered by inclusion C and, by Proposition 3, the order on Fp is flat. We define a
(commutative) monoidal operation on F by AeB = T{axb|ac Aandb € B}. Then
(F,C,e,7i) is an ordered commutative monoid. The greatest filter 70 is an absorbing
element of e.*

Definition 3. A prime predicate ¢ : F — 2 = {false < true} satisfies
L Ae(Ro) < 0(Uy R for any chain (Foke.

2.0(FNG) < o(F) Vv (G) for any filters F,G.

3. ¢(70) = false.

Let us give two examples of prime predicates. Let X < 1 be an element of L. Then
the map F — X ¢ F is a prime predicate. Let A € IF and Hp € Fpthen F — AeF C Hy
is also a prime predicate.’

Lemma 1 (prime extension). If ¢ if a prime predicate and F a filter such that $(F) =
true, then there exists a prime filter Fp extending F (F C Fp) and such that ¢ (Fp) = true.

4 So for any filters F,G,if 0 € F then 0 € F o G.
5 This property involves the distributivity of % over V (see Proposition 1).



This lemma is proved using Zorn’s lemma and expresses that a filter satisfying a
prime predicate can be extended to a prime filter satisfying the same predicate.

Corollary 1. We have the two following results:

l.letxe LandF € Fs.t.xZF. There exists Fp € Fps.t. F C Fpand x ¢ Fp.

In particular, if x < 1, there exists Fp € Fp s.t. X & Fp.

2.LetA BeFandHp e Fps.t. AeB C Hy. There exist Ap,Bp e Fps.t. ACA,, BC Bp
and ApeBp C Hp.

Term models with one unit. Indeed, the set F', of prime filters cannot be used directly
as a model of BBI because several extensions of the unit | exist. We have to select a
particular one to obtain a model with a unique unit. This problem is also studied in
[17].

Definition 4. Let I, Fp be prime filters. Iy is a unit if i € Ip. Iy is a unit of Fp if Iyisa
unitand l,e Fp C Fp.

Since i € lp, for any filter F we have F C I, e F. Consequently if I is a unit of Fp
then the identity I, e Fp = Fp holds.

Proposition 4. Let I, I, be two units and Fy, be a prime filter, we have
1. Ipisaunitof lp;

2.0¢lpelgifandonlyiflp=1p;

3.0¢& l,eFyifand only if 1 is a unit of Fp.

Proposition 5. Every prime filter has a unique unit.

Proposition 6. Let Ap, By and Cp, be prime filters. If A, eBp C Cp holds then Ap, By
and Cp share the same unit.

Proof. Proofs of Proposition 4,5,6 are given in appendix A.

We now can build a term model with a unique unit. Let us fix a unit I,. Among
the primer filters, we only consider those having I, for unit. Let M = {Fp € Fy |
Ip is a unit of Fp}. We define the ternary relation>on M by Ap,Bp>Cpiff ApeBp CCp.
We also define a valuation v : Var — P(M) by Fp € v(X) iff [X] € Fp. We interpret
propositional variables with the valuation v and obtain a forcing relation I--.

Lemma 2. The triple (M ,>,1p) is a relational frame, in which we use the previously
defined forcing relation I-. Then, for any formula A of BBI and any prime filter Fy of
M, Fpl-Afiff [A] € Fp.

Proof. See appendix B.

Theorem 2 (Completeness). If A is not provable in BBI, then there exists a relational
frame which is a counter-model of A.

Proof. Let A be not provable in BBI. Let a be its class [A] in L. Then a < 1. So by
Corollary 1, there exists a prime filter Fp such that a ¢ Fp. Let I be the unit of Fp and
M be relation frame associated to |p according to Lemma 2. Then Fp € M since lp is
the unit of Fp. Moreover [A] = a ¢ Fp and thus Fp * A.



Compared to the relational semantics, based on maximally consistent sets, proposed
by Yang [17], our semantics can be seen as more abstract and extends the one we defined
for (intuitionistic) BI [8]. It generalizes previous models for separation logics for trees
and processes. From such a semantics we could define a tableau method for BBI and
proved its completeness but in order to study decidability and finite model properties
for BBI we need to deeper analyze the resolution of relational constraints.

4 Embeddingsof S4 and IL into BBI

In this section, we exploit the relational semantics of BBI, mainly its soundness, in
addition to the definition of a S4-like modality of BBI in order to faithfully embed the
modal logic S4, and then the intuitionistic logic IL, into BBI.

4.1 A S4-like modality in BBI

We introduce the denotation (JA as an abbreviation of T —«A. Given a relational frame
(M ,>,e), we define the relation < between elements of M by a < b if there exists
m € M such that m,a> b. It is easy to verify that < is a preorder on the set M, i.e., a
reflexive and transitive relation. Moreover the Kripke interpretation of the O operator is
expressed by: mlF OA iff vk,m < kimpliesk - A.

Then OA is Kripke interpreted the same way as in S4. Let us check now if the axioms
of S4 are theorems of BBI.

Proposition 7. The three axioms O(A—B) — (OA—0OB), DA—Aand DA—OOA
of S4 are provable in BBI. If A is provable in BBI, then O A is provable in BBI.

Proof. We give a proof of JA—A. Let K| = (T = A) x|, Ko = (T =A)« T. (T «A) —
(T —«A) is a (classical) axiom of BBI. So by rule [—;], Ky = A= ((T «A)*xT)—A
is provable. Moreover | — T is a (classical) tautology of BBI and then, by rule [#],
Ki =Ko = ((T-«A)*1)— ((T = A) % T) is provable. As (T «A) = K; = (T +«A) —
((T —=«A) 1) is an axiom of BBI, by combining (T -+A) — K; with K; —K; and K; — A
we get a proof of A — A.

We now prove the deduction rule. Let A be a provable formula of BBI. Then T — A is
provable. Moreover (T « T) — T is (classical) tautology of BBI. Combining those two,
(T % T)— Ais provable and then by rule [-;], T — (T —A) is provable. Moreover T
is a (classical) axiom and thus, by rule [MP], T —A is provable, i.e., A is provable.

As a corollary to this result, we define a mapping from formulae of S4 to formulae
of BBI built on the same set Var of propositional variables. Let A — AD be recursively
defined by the following equations:

(=AY = -AD KB = K forK € Varu {1, T}
(OA)P = T+AD  (A®B)Y = AD®BPY for® € {A,V,—}
Corollary 2. If Ais a provable formula of S4 then AU is provable in BBI.

Proof. By Proposition 7, all the (specific) axioms and deductions rules of S4 are also
derivable in BBI. The other rule of S4 (which is [MP]) and the other axioms of S4 are
those of classical propositional logic, which is a part of BBI.



4.2 From trees to relational frames

A partial order < is a reflexive, antisymmetric and transitive relation. Two elements a
and b are upper bounded when they have a common upper bound m such that a <m
and b < m. Two elements a and b are comparable if eithera < b orb < a.

Definition 5. Atree (7, <,r) is a partial order where r is the least element of 7. More-
over any two upper bounded elements of 7 are comparable.

Theorem 3. If A is a formula of S4 which is not provable, then there exists a tree
(7,<,r) such that r i A.

Proof. We recall the main argument of the proof given in [1] (pages 59-63). Since A is
not provable, it has a counter-model (Q, <) in the class of preorders. For some element
r € Q, the property r ¥ A holds. Consider the set S of finite increasing sequences of
the form (r = ap,ay,...,an) forn > 0. The set $ is ordered by the prefix order between
sequences and thus § is a tree with root (r). The mapping (9,41, ...,an) — ap from §
to Q. is a surjective bounded morphism so it preserves the forcing relation. Thus r ¥ A
in the tree S.

Let (7T,<,r) be a tree. Then the max operator is a partial commutative monoidal
operator with unit r. We build a ternary relation on 7 by:

a,b>m iff aand b are comparable and m = max{a,b}

Proposition 8. (7,>,r) is a relational frame and the preorder < induced by > matches
e, =<

Proof. Since r is the neutral element of 7, the identity axiom is obvious. Commutativity
is also obviously verified. Let us check associativity. If a,k > d and b, ¢ > k hold, then b
and ¢ are comparable and K = max{b, c}. Then d is an upper bound of &, b and c. Since,
ke {b,c} andd € {a,k}, thend € {a,b,c}. Thus d = max{a,b,c}. Since 7 is a tree and
a and b are upper bounded by d, then a and b are comparable® and let p = max{a,b}.
Then a,b > p and p,c > d. We conclude that > is associative. If a < b there exists m s.t.
m,arb. Then b = max{m,a} and we obtain a < b. Conversely if a < b then r,arb and
thus @ < b holds. Consequently the identity < = < holds.

Theorem 4. If A is not provable in S4, then AP is not provable in BBI.

Proof. Since A is not provable in S4, by Theorem 3, there exist a (potentially infinite)
tree (7,<,r) and a valuation v : Var — P(7T) s.t. r W¥s4 A. We consider the associated
relational frame (7,>,r) and use the same valuation v. By Proposition 8, the identity
< = < holds. By a structural induction on F, formula of S4, we prove that for any
m e 7, mlkgy F iff mI-gg) FH. Then, in particular, r ¥gg) AZ. Then (7', 1) associated
to Vv is a counter-model of AP, By soundness, we deduce that AT is not provable in BBI.

6 Here the fact that 7" is a tree is required. The max operator would not necessarily be associative
if 7 was only a partial order or preorder.



A direct consequence of the faithful embedding A — AD is the following: it is well
known that propositional intuitionistic logic IL can be faithfully embedded into S4 by
prefixing with a [J all variables X — O X and implications (A — B) — 0O(A — B) while
preserving the rest of the structure of the formula. Thus combining both embeddings
we have the following result:

Theorem 5. There exist faithful embeddings of S4 and IL into BBI.

This result is surprising because we could naively think that BBI with its classical
propositional connectives has a “classical”” nature. Moreover, such embeddings have an
impact on proof-search in BBI. In particular, if BBI is decidable as we still hope to prove
it in further works, its complexity is at least polynomial-space complete (the complexity
of IL [16] and S4). Even if it is complete w.r.t. to partial orders or trees, S4, does not have
the finite model property for these models. However, S4 has the finite model property
for preorders [1]. This point emphasizes the importance of the right tuning of axioms
when seeking the finite model property and could be a hint to a finer axiomatization of
relational semantics. Moreover, BBI is also an extension of multiplicative intuitionistic
linear logic MILL [13] and we cannot say if it is faithful.

5 BBl and bisimulation in relational frames

In this section, we deal with the formulae of BBI in order to distinguish elements of
relational frames. We provide a characterization of the observational power of BBI: it
is the w-limit denoted ~, of the transfinite decreasing sequence leading to the greatest
bisimulation (see [10]) denoted ~. Then, we discuss further conditions under which the
identity ~ = ~, would hold. We consider the Lindenbaum algebra £ of BBI. Unlike
what we have done before, we do not distinguish between a formula A and its class of
logical equivalence [A]. So we write A = B when we have A ~ B.

5.1 BBI in finite slices

Let & be the function defining the weight of binary logical connectives: 8(V) = 8(A) =
0(—) = 0 and &(*) = &(—) = 1. The rank of a formula A, denoted rank(A), is defined
by induction on the structure of A as follows:

rank(—A) = rank(A) and rank(K) =0 forK € VarU{L,T,I}
rank(A® B) = max{rank(A),rank(B)} + d(®) for ® € {V,A,—,*, =}

Then an additive connective preserves the rank while a linear connective increases the
rank by one. This notion of rank is not the same as in [5] but it serves the same purpose:
to cut BBI into finite slices. The rank of a class of logically equivalent formulae is
the least rank of its representatives (i.e. its elements). We denote by L; the subset of £
composed of (classes of) formulae of rank at most r. Obviously, since boolean (additive)
connectives preserve the rank, £ = {A € L | rank(A) < r} is a sub-boolean algebra of
L. In particular, Ly contains all the propositional variables of Var and the multiplicative
unit |.



Let X be a subset of L. The sub-boolean algebra generated by %, denoted B(%X), is
the least subset of £ containing K U {L, T} and closed under the boolean operators V,
A, — and —. It is clear that B(-) is a closure operator on £. Moreover formulae of rank
0 cannot contain the * or — connectives, so any formula of Ly is a boolean combination
of atomic formulae and Lo = B(VarU{l}).

Proposition 9. If K is a finite subset of £ then B(X) is finite.

Proof. Suppose X = {Kj,...,Kn} and let X = {X|,...,Xn} be a set of (distinct) vari-
ables. We denote by By the (finite) boolean algebra freely generated by X. There is a
unique boolean algebra homomorphism ¢ : By — L such that Vi ¢ (X;) = K;. Its image
is the least sub-boolean algebra of £ containing K: §(Bx) = B(X). Since By is finite,
then B(X) is finite.

Let X be a finite subset of £. We define a mapping (-) : P(X) — L from subsets
of Kto Lby: T=A{A|AcTIAA{-A|Ac KT}
It is clear that for any I € P(%), T is an element of B(X). In fact, the direct image of
the mapping (-) : P(X) — B(X) is either Min or MinU { L}, where Min is the set of
minimal elements of B(%) — {L}.

Proposition 10. For A € X, the identity A= \/{T |A€ T and I C K} holds.

This property is inherited from the freely generated boolean algebra By we intro-
duced in the preceding proof. We now associate to a finite set X of formulae of L, a
finite set Y( X)) containing formulae of potentially greater rank:

Y(K) ={T+A|T. A€ P(K)}U{~(T~-4) | AcP(K)}

Proposition 11. If K is a finite subset of £, then Y(X) is a finite subset of £, ;.
If I € K then X C B(P(X)).

Proof. The first result is trivial. If | € & then | =\/{T || € and T € P(X)} by Propo-
sition 10. Let A € X, by Proposition 10, we have A= \/{A| A€ Aand A € P(X)}.
Then, by distributivity of * over V (see Proposition 1), we obtain the identities A =
IxA=\V{TxA|lc,AcAand,A<c P(K)}. Then A€ B(Y(X)).

Proposition 12. If L is finite then £ = B(W(Lr)).
Proof. See appendix C.

Theorem 6. Var is finite iff £y is finite iff for all r, £, is finite.

5.2 Observational equivalence and bisimulation

Now we use formulae of BBI and the forcing relation to distinguish between elements
of relational frames. We suppose that the set of propositional variables Var is finite
and we consider a fixed relational frame (M ,>,e). We also have a fixed interpretation
v(X) C M for each propositional variable X.

The valuation v is the atomic observational tool to distinguish between elements of M.



X distinguishes the elements of v(X) from the elements of M —v(X) and | distinguishes
e from the other elements of M. We define the atomic observational equivalence ~ by
a~obif VF € Varu{l},alr FiffbIF F. So a ~¢ b holds when no atomic observation
can distinguish a from b.

Now we generalize the observational equivalence to a subset X of L. We define ~ g,
the observational equivalence under X by: a~q b iff VF € K,alFFiffbIFF.
Then a and b are observationally equivalent under 4’ when they cannot be distinguished
from each other using forcing and formulae of X . Then they are neither distinguishable
by any boolean combination of formulae of K.

Proposition 13. ~x = ~g(x).

Now we suppose that X is a finite subset of L. Given a in M, we define the subset
Kaof X by Ka={F € X |al-F}. %z is a formula which characterizes the ~ g-class
of a.

Proposition 14. For any a,b € M, a~ 4 b if and only if b I %K.

Definition 6. We define ~,, the observational equivalence by ~¢ = ~ and the obser-
vational equivalence up to rank r by ~y = ~,.

This definition is coherent with the previous definition of ~q because of Ly =
B(VarU{l}) and Proposition 13: the atomic observational equivalence coincides with
the observational equivalence up to rank 0. We now generalize this identity for rank r.
We recall the notion of bisimulation. We define an increasing operator F : P(M?) —
P(M?) on the set of binary relation over M. Let R € P(M?) be a binary relation on
M. Then F (R) is the binary relation on M characterized by:

va,b>m, 3’ b'>m’, aRa’ andbR b
va',b'>m’, Ja,b>m, aRa andbR b
vm,arb, Im’.a’ >b’, aRa andbR b
vm',a' >b’, 3m,arb, aRa’ andbR b’

mFR)m iff

With this definition, we could check that the full relation M2 is a fixpoint of 7,
ie. F(M 2) = M?. In order to obtain the bisimulation, we combine F with an atomic
distinction feature using the ~( atomic observational equivalence.

Definition 7. The bisimulation equivalence ~ is the greatest fixpoint of the increasing
function %y where F(R) = F(R) N~y.

As noted by Milner [10], ~ could be obtained either by the union of all bisimulations
(i.e. binary relations satisfying R C %y(R)) or as the limit of the decreasing transfinite
sequence () fFO)‘ (M?), A ranges over the class of ordinals.

5.3 The observational power of BBI

The function # operates on binary relations and thus on observational equivalences
~g. The next result shows when X is finite, the behavior of F on ~ ¢ can be repre-
sented by a finitary transformation on the set X.



Lemma 3. For any finite subset K of L, F (~«) = ~y(x)-
Proof. See appendix D.
Theorem 7. For any rank r, F (~) = ~r41 and ~y = F"(~y).

Proof. Using Propositions 12, 13 and Lemma 3 we derive F (~r) = F (~r, ) = ~y(z,) =
~BW(L)) = ~ Ly = ~r+1. Then by induction on r, we prove ~r = F"(~0).

Corollary 3. Observational equivalence is the c-limit of the decreasing sequence

M2 Fo(MH) D FHMH) 22 () F(M?) =~ 2 DTN (M) =~
A

r<w

Proof. We prove %) "' (M?) = ~; by induction on r once having noticed that Fo(M?) =
~y. Then, any pre-fixpoint of ¥y (i.e. any bisimulation, including ~) is smaller than any
element of the transfinite decreasing sequence ,’FO)‘ (M?), and in particular when A = .

Observational equivalence ~, is not necessarily equal to bisimulation equivalence
~ because iterations up to ordinals A greater than w could be necessary to reach the
greatest fixpoint Ny M (M?). As Milner noticed [10], one should use infinitary logics
to make infinite observations. In this context, our results can be related to a recent study
on resources and processes based on BBI [14] and provide a characterization of the
observational power of BBI. Though in general ~ is not equal to ~y, it is interesting to
study under which further conditions the identity ~ = ~, holds. For example, it holds
when M is finite or when the relation > is locally finite or more generally, when the
model has the Hennessy-Milner property. The results obtained in the context of modal
logic [1] could be adapted to BBI. To obtain the identity ~ = ~, is an important goal:
it provides a constructive tool to show equivalence (through a bisimulation) and also a
constructive tool to distinguish (through a distinguishing formula).
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A Proofsof Propositions 4,5,6

Proposition 4. Let I, I}, be two units and Fp be a prime filter, we have
1. Ipisaunitof lp;

2.0¢ lpelyifandonlyif lp =1y,

3.0¢& leFyifand only if 1 is a unit of Fp.

Proof. We give a proof of item 3. Suppose O ¢ I @ Fp. By Corollary 1, there exists a
prime filter Hp s.t. 0 € Hp and Iy e Fp C Hp. But then, Fp C Ipe Fp € Hp holds and thus
by Proposition 3, Fp = Hp holds. So Ipe Fp C Fp and I, is a unit of F,. For the converse,
suppose 0 € I @ Fp. It is impossible that I, e Fp C Fp (otherwise 0 € Fp would hold and
Fp would not be proper).

Proposition 5. Every prime filter has a unique unit.

Proof. Let Fp € Fp. The identity i e Fp = Fp holds. Thus by Corollary 1, there exists
lp€Fps.t. TiClpand IpeFy C Fp. Thusi € Ip and Iy is a unit of Fp. Let 1p and I be
two units of Fp. Then Ip e I{o' FoClpeFp CFp. SoifOclpe Ig, we would have 0 € Fp
which is impossible since Fy is proper. Thus 0 ¢ Ip e I;) holds and so Ip = I{).

Proposition 6. Let Ap, By and Cp, be prime filters. If Ape By C Cp holds then Ap, By
and Cp, share the same unit.

Proof. Let I, Ip and I¢ be the units of Ap, Bp and Cp respectively. Then (lae lp) o (Ape
Bp) = (la®Ap)e(lbeBy) CApeBp C Cp. Soif 0 € lael, holds, Cp would contain 0 and
would not be proper. Thus 0 & |z @ |, and then |5 = lp. We also have (Icel3) e (ApeBp) =
lco(laeAp)eBpClce(ApeBy) ClceCpC Cp. If O € I I3 holds then Cp would contain
0 and would not be proper. We deduce I¢c = I.



B Proof of Lemma 2

Lemma 2. The triple (9 ,>,1p) is a relational frame, in which we use the previously
defined forcing relation I-. Then, for any formula A of BBI and any prime filter Fy of
M, Fpl-Afiff [A] € Fp.

Proof. The fact that (4 ,>, lp) is a relational frame can be easily deduced from the pre-
ceding results. The property Fp I- Aiff [A] € Fp is proved by induction on the formula A.
The case of classical connectives is standard. We only give the case of the — connective
because it appears the most tricky to us.

First we suppose that Fp € M and Fp IF A—B. Let a = [A] and b = [B]. We prove
that b € Fp e Ta by absurd. We suppose b ¢ Fp e Ta. Then by Corollary 1, there exists a
prime filter Hp s.t. b ¢ Hp and Fye Ta C Hp. Applying this corollary again, there exists
a prime filter Ap s.t. Ta € Ap and Fpe Ap C Hp. Thus Ap and Hp have the same unit as
Fp by Proposition 6. So Ap and Hy belong to M and Fp,Ap > Hp. Since 1a C Ap, we
have [A] = a € Ap and thus, by induction hypothesis (A being a sub-formula of A - B),
Ap IF A. By definition of the forcing relation, since Fp I A — B, we obtain Hp I- B
and by induction again (B being a sub-formula of A - B), we obtain b = [B] € Hp.
This contradicts b ¢ H found earlier. As a consequence b € Fy e Ta. Thus there exists
k = [K] € Fp s.t. ksa < b. This means that the formula (K * A) — B is provable and
then so is K— (A —B) by rule [—;]. Thus k < a—xb. Since k € Fp then a b € Fp. We
conclude [A «B] € Fp.

For the converse, we suppose [A — B] € Fp. Then a b € F,. We prove that Fp I A—B.
Let Ap and By be two prime filters of M s.t. Fp, Ap> Bp and A I- A. Then by induction
a € Ap and therefore (a—b)*a € Fpe Ap C Bp. Moreover, since ((A—B)+xA) —B is
provable, we obtain (a—b)«a < b and thus [B] = b € Bp. Thus by induction we have
Bp IFB.

C Proof of Proposition 12

Proposition 12. If £; is finite then £, = B(W(Ly)).

Proof. Since W(L;) C Lr41 holds, it is clear that B(Y(Lr)) € L) holds. For the con-
verse, we suppose that there exists at least one formula of rank less than r 4+ 1 which
is not an element of B(Y(Lr)). Among all such formulae, we choose a formula F with
minimal size. Clearly, the principal connective of F is not classical, otherwise F would
not be minimal. Indeed suppose for example F = —A. Then A has rank less than r +1 so
it belongs to Lr1. Since F has minimal size, A must belong to B(W(L)). Thus ~A=F
also belongs to B(Y(L)) which is absurd. F is not atomic either.” Then the principal
connective of F is either * or —.

Let us consider the case F = A xB. Since rank(F) < r+ 1, then rank(A) < r and
rank(B) <r.ThenA,B € £;. We have A= \/{T | A€ T and I € P(£)} and by Propo-
sition 10 B=\/{A|BcAandA € P(L)}. We deduce AxB=\{T«A|AcT,Be
AandT,Ae€ P(L)}. Thus F = AxB € B(W(L)) which is absurd again.

7 because Lo C Lr € B(P(Lr)) holds by Proposition 11 and | € £.



The last case is F = A - B. We obtain A= \/{T |A€ T andl € P(L)} and B =
V{A|-BeAandAc€ P(L)}. ThusB=A{-A|-BcAandA € P(L)}.SoA%B=
MNMT +-A|AcT,-BcAandl,Ac P(L)}. Then F =A B = -V {~( +-4) |
Ael,-BeAandl,Ae P(L)} and F € B(Y(L)) which again is absurd.

D Proof of Lemma 3

Lemma 3. For any finite subset & of £, F (~x) = ~y(x)-

Proof. First we prove F (~x) C ~y(x). We suppose M F (~g) m" and prove m ~y,( 5
m'. Let F € Y(X), we consider the case F =T xA for I',A € P(X). We aim to prove
m - T« Aiff m’ I- T A. We suppose m I T * A holds. Then there exist a,b s.t. a,b>m
andalFT and bl A. Since m F (~ ) m', there exist @', b’ s.t. @’,b’>m’ and a ~« & and
b ~ b’. Then by Proposition 13, a ~g«) & and b ~g ) b’ and since T',A € B(X),
we deduce @' IF T and b’ IF A. Combining with @’,b’ > m’, we obtain m’ I- T x A. For the
converse (M’ I T+ A implies m |- T % A,) a similar proof can be given. Now the case
F = —(T - —-A) can be treated by similar arguments. So for any F € Y(X), m |- F iff
m’ Ik F holds. We can conclude m ~y ) m'’.

We now prove ~yx) € F (~ ). We suppose M ~yx) M’ and prove m F (~ ) m’. We
consider for example the third condition of the definition of . Let a,b be s.t. m,arb.
We have al- %3 and b I- %p. Then m I- —( % —+ —%p). But since K, Kp € P(K), we
deduce ~(%a ——%p) € W(X). Thus, since M ~ (5 M, we obtain m’ I —( g ~ = Kp).
There exista’,b’ s.t. m’,a’ > b’, @ I- &5 and b’ I- K. Then by Proposition 14, we deduce
a~g & and b ~4 b’. Thus we have Vm,a>b, Im’.a’ >b’, a~g a and b ~« b’. The
three other conditions of the definition of ¥ are proved using similar arguments. Thus
we can conclude that m F (~q) m’.




