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Abstract. Hypersequent calculi, that are a generalization of sequent calculi, have
been studied for Godel-Dummett logics LC and LCh. In this paper we propose a
new characterization of validity in these logics from the construction of particular
bi-colored graphs associated to hypersequents and the search of specific chains in
such graphs. It leads to other contributions that are a new hypersequent calculus
and a related tableau system for LCp,. We mainly study the class of so-called basic
hypersequents and then we generalize our approach to hypersequents.

1 Introduction

Godel-Dummett logic LC and its finitary versions (LCp)nso were introduced by Godel
and later axiomatized by Dummett in [8]. They are intermediate logics (between clas-
sical and intuitionistic logics) with semantics based on linear Kripke models. It has
a Hilbert axiomatic system composed of axioms of intuitionistic logic and the axiom
A—BVB —A. One of its interests lies in its relationship with fuzzy logics [12] and
recently LCp, logics have been characterized as resource use bounding logics for some
particular process calculus [14].

There exist various calculi dedicated to proof-search in LC like sequent calculi [9],
sequent of relations calculi [6], tableau calculi [1], goal-directed calculi [17], decom-
position systems [4] and also based-on bi-colored graphs calculi [16]. Hypersequent
calculi, that generalize sequent calculi, have been also studied [3,5,10]. In order to pro-
pose decision procedures from sequent or hypersequent calculi an interesting approach
consists in defining local and invertible proof rules, in reducing a (hyper)sequent into
a set of irreducible (hyper)sequents and in defining an algorithm to decide such (hy-
per)sequents [13]. For instance [3] presents a decision procedure from a hypersequent
calculus by using particular hypersequents, called basic hypersequents.

In this work we focus on hypersequent calculi mainly with countermodel search that is
not developed in the above-mentioned works. Our alternative approach for deciding hy-
persequents is based on two main steps: the construction of a semantic graph called bi-
colored graph and a characterization of validity based on detection of particular chains
in this graph. The idea to characterize validity in a given logic from a semantic graph
and its analysis has been already studied in non-classical logics, for instance in BI (logic
of Bunched Implications) with resource graphs [11]. The notion of bi-colored graph has
been recently defined to deal with formulae in LC and LCy, [13], but its possible use for



hypersequents is a non-trivial question to solve. In fact a hypersequent calculus incor-
porates a sequent calculus as a sub-calculus but adds an additional layer of information
by considering a sequent to live in the context of finite multisets of sequents (called
hypersequents) [5]. It includes rules for exchanging information between sequents that
make it powerful but proof-search methods for sequents are not well-adapted to such
structures.

A first contribution concerns the basic hypersequents [3], for which we define new char-
acterizations of validity for LC and LC,,. They are based on the construction of a spe-
cific bi-colored graph associated to a basic hypersequent and on the search of particular
chains in such a graph. The detection of such chains and the generation of countermod-
els can be realized in linear time [13]. Using the result that for every hypersequent G
one can find a set B of basic hypersequents such that G is valid if and only if every
element of B is valid [3] we also provide new decision procedures for hypersequents in
LC and LCp, with a focus on countermodel construction. The study of bi-colored graphs
associated to hypersequents leads to other important contributions that complete the re-
sults of [3]: a new hypersequent calculus and a related tableau system for LCy. In the
above mentioned results we start with a particular class of hypersequents but it seems
important to study if we can directly deal with (general) hypersequents and define as-
sociated bi-colored graphs in order to characterize provability. From this perspective
we can apply to a given hypersequent an indexing process defined in [13] and then
associate a so-called indexed flat sequent from which a bi-colored graph can be built.
Then we can define a procedure that decides validity from the detection of particular
chains in all instances of such a graph. The key point is that, if one of these instances
contains no particular chains, then we can extract a countermodel from this instance.
The results are obtained first for mono-conclusioned hypersequents but also hold for
(multi-conclusioned) hypersequents. As a sequent is a specific hypersequent, our pro-
cedure also provides by specialization a new procedure to decide sequents and generate
countermodels in Godel-Dummett Logics.

2 Godel-Dummett logics

In this section, we consider the family of propositional Godel-Dummett logics LCy. The
value n belongs to the set N* = {1,2,...} U{eo} of strictly positive natural numbers with
its natural order <, augmented with a greatest element 0. In the case n = oo, the logic
LCe is also denoted by LC: this is the usual Godel-Dummett logic.

Let us start by reminding the key points about semantics and proof theory. The set
of propositional formulae, denoted Form is defined inductively, starting from a set of
propositional variables denoted by Var with an additional bottom constant | denoting
absurdity and using the connectives A, V and —. IL denotes the set of formulae that
are provable in any intuitionistic propositional calculus and CL denotes the classically
valid formulae. As usual an intermediate propositional logic [1] is a set of formulae
L satistying IL C £ C CL and closed under the rule of modus ponens and under arbi-
trary substitution. In the case of LC, the logic has a simple Hilbert axiomatic system:
(A— B)V (B — A) added to the axioms of IL but also a based-on sequent formulation.



From the semantic point of view Godel-Dummett logic is characterized by the linear
Kripke models of size n (see [8].) The following strictly increasing sequence holds:
ILCLC=LCw C - CLCyC -+ C LC; = CL Moreover there exists an algebraic se-
mantics characterization of LCy, [3]. Letn € N*, the algebraic model is the set [0,n) =
[0,...,n[U{eo} composed of N+ 1 elements. An interpretation of propositional variables
[] : Var —[0,n) is inductively extended to formulae: L interpreted by 0, the conjunc-
tion A is interpreted by the minimum function denoted A, the disjunction V by the max-
imum function V and the implication — by the operator — defined by a—b = if a <
b then o else b. Then we have [AAB] = [AJA[B]. [L] = 0, [AVB] = [A] V[B],
[A—B] = [A]—[B]- A formula D is valid for the interpretation [-] if the equality
[D] = 0 holds. This interpretation is complete for LC. A countermodel of a formula D
is an interpretation [[-] such that [D] < co.

For a sequent ' - A, with [, A multisets of formulae, and a given interpretation [[-]] we
interpret T = Ay,...,Apand A=By,...,Bpby: [T| = [AiJA---A[Ap], [0] = o
and [A] = [Bi]V---V[Bgq], [0] = 0. Then a sequent is valid for the interpretation
[-1if | T ] < [[A]. Moreover [-] is a countermodel of I A if [[A] < || |-

From the proof-theoretic point of view there exist various calculi in LC mainly based on
sequent calculi [6,9] but we consider here hypersequent calculi introduced as a natural
generalization of Gentzen’s sequent calculi [3,17]. A hypersequent calculus is defined
by incorporating a sequent calculus as a sub-calculus and adding an additional layer of
information. It allows to define rules for information exchange between sequents [5].
A hypersequent is a structure [ A} | ToFAy | ... | Tk Ap in which T F A4 is a
sequent, called a component of the hypersequent. Let us remark that sequents (resp.
hypersequents) are multisets of formulae (resp. sequents). A hypersequent is mono-
conclusioned if the A;’s consist of at most one formula. The symbol | denotes a disjunc-
tion at the meta-level. Hypersequent calculi consists of axioms, structural and logical
rules like in sequent calculi but structural rules are divided into internal and external
rules. The first ones deal with formulae within components and the other manipulate
whole components of a hypersequent.

The hypersequent calculus HG (Figure 1) for LC is an extension of the hypersequent
calculus for intuitionistic logic HIL [9] with the communication rule [com]. A hyper-
sequent can be seen as a multi-processor [2] and from this perspective the (com) rule
fixes the way of exchanging information between processes. As an illustration we prove
the axiom (A — B) V(B — A) in HG that is not valid in intuitionistic logic.

AFA BFB
AFB|BFA
[—R]

FA —-B | FB — A
[VR]

HA—B)V(B—A)

[com]

We observe that it is not possible to derive (A — B) vV (B — A) in HG without using
the [com] rule. Let H =T FA; |TaFAy | ... | TmbAm be a hypersequent and [[-] : [0, n)
be an interpretation. # is valid for the interpretation [-] iff there exists i € [1,m] such
that ||| < [Ai]. Then [-] is a countermodel of A iff Vi € [1,m], [A] < [Ti].




Axioms Cut rule
G|IFA G |ATFC

AFA
G|G|I,"-C
External structural rules
G G|TFA|THA
G|THA G|TEA
Internal structural rules
G|T+C el G|IAAEC
—_— W7 —_—
G|Tl,AFC G|Tl,AFC
Logical rules
G|IABFC G|THA G|T+-B
—— [AL] [AR]
G|TI,AABEC G|TFAAB
G|Tl,AFC G|I,B-C G|THA|TEB
(VL] ————— [VR|
G|I,AVBEC G|TFAVB
G|TFA G |r,B-C G|I,AFB
- [—1] ————— [=R
G|G |l A—B-C G|T-FA—B

Special structural rule
G|I,I"FA G |r,MEA
G|G | M AT T FA

[com]

Fig. 1. The Hypersequent Calculus HG for LC

Proof-search in LC and in some intermediate logics is based on different calculi: a
contraction-free calculus derived from intuitionistic logic [1,9], sequent or hyperse-
quent of relations calculi in LC [6,7] and more generally in many-valued logics and hy-
persequent calculi [3,18]. Some refinements, based on local and invertible rules, have
been proposed for sequents or hypersequents with semantic criteria to decide irreducible
sequents or hypersequents [3]. Here we aim at studying validity and proof-search in LC
and LCp with hypersequent calculi in a new perspective based on countermodel con-
struction from so-called bi-colored graph introduced in [13,15].

3 A new procedure for basic hypersequents

Before starting to study a particular class of hypersequents, namely the basic hyperse-
quents [3], let us remind what is a bi-colored graph in this context.

Definition 3.1. A (conditional) bi-colored graph is a finite oriented graph with two
kinds of arrows, the green ones represented by — and the red ones represented by =,



that are indexed by boolean formulae. The boolean variables of these formulae can be
instantiated by {0, 1} through a valuation. Moreover an instance of the graph is the
bi-colored graph with only the arrows indexed by an expression e with v(e) = 1.

We use the symbols — and = to denote the corresponding relation in the graph.
For example —=> represents the composition of two relations and U — =W means that
there exists a path U—Vv=-Ww in the graph. The relation —* is the reflexive and transitive
closure of —, i.e, the accessibility of the relation —. Moreover — + = is the union of
both relations and X denotes the negation of the boolean expression X.

Definition 3.2. Let G be a bi-colored graph, a =--cycle of G is a chain of the form
u(— +=)* = u and a k-alternating chain of G is a chain of the form (—*=)K,

Therefore the key point of our approach consists in associating a bi-colored graph
to a given hypersequent and in relating validity in the given logic with the existence of
=--cycle or k-alternating chain. Let us start this study with particular hypersequents.

Definition 3.3. A basic hypersequent is a hypersequent such that any component is
either ' = p where p and any element of I are atoms, or p— qt p where p and q are
atomsand p#q, p# L.

Let # =S; | ... | Sk be a basic hypersequent, the bi-colored graph G4, associated
to # is built as follows:
- the nodes are: the variables of #, a node denoted <) and a node L if  contains L.
- the arrows are the union of the set B and arrows Aj¢y g where

B_ 0 if # does not contain L
“ | {L—p, forany p € Var} otherwise

and Ajc[1  associated to the components Sic y of H defined as follows: if S = p— gk
pthen Aj={p—q,p=<}, elseif S;=q;,...,qm- p then A = {p=-0qi,...,p=qm}-

Let us illustrate this construction with the basic hypersequent #; = A—BFA | AFB.
The bi-colored graph associated to % is the following:

Proposition 3.1. Let # be a basic hypersequent and G, be its associated bi-colored
graph. Let [-] be a countermodel of # in LCy, (extended with [{] = «) and X; —... —
Xk="Y beachainin G, Then we have [X;] <... < [X] < [Y].

Proof. Let H{ =S; | ... | Sk be a basic hypersequent. As [-] is a countermodel of H
then [-] is a countermodel of all the components Sic|; g of #. If Y # <) then there
exists a component S; such that Xy is the conclusion of S; and Y belongs to the multiset



of Si hypotheses. Thus we have [Xi] < [Y]. If Y = < then there exists a component S;
having Xk as conclusion. Therefore X < [[{] = . Moreover for all j € [2,Kk] we have
Xj—1 — Xj € G4 and there exists a component S; = Xj_| — XjFXj_j or Xj_ = L.
Then we deduce that [Xj_] < [X;] and [X;] <... < [Xi] < [Y].

Moreover we can define, from a bi-colored graph G, the notion of bi-height that is
a function h : G — N such that for any u,v € G, if u—v € G then h(u) < h(v) and if
uU=-v € G then h(u) < h(v) [13]. Then a countermodel can be generated from G by
using the following results: if a bi-colored graph G does not contain a =-cycle (resp. a
n-alternating chain) then there exists a bi-height h (resp. that satisfies h(v) < n for any
vV € G) [13]. Moreover it is known that we can decide if a graph instance contains or not
a =--cycle and also compute the bi-height both in a linear time [15].

Proposition 3.2. Let A be a basic hypersequent containing L. If there exists a bi-
height h for G, then the function h’ defined by: h/(X) =0 if h(X) =h(L) and h'(X) =
h(X) if h(X) # h(L), is a bi-height for G,,.

Proof. From the set of arrows B defined in the construction of the bi-colored graphs
associated to the basic hypersequents.

Theorem 3.1 (n < ). A basic hypersequent # has a countermodel in LCp, if and only
if its bi-colored graph G, does not contain a (n+ 1)-alternating chain.

Proof. First we prove the if part. Let #£ = S; | ... | Sk be a basic hypersequent. We
suppose that G, does not contain a chain of the form (—*=)""!. Then there ex-
ists a bi-height h : G4 — [0,n]. By Proposition 3.2, we define from h a new bi-height
h : Gsr — [0,n] by: W' (X) =0 if h(X) = h(L) and h’(X) = h(X) if h(X) # h(L) and
then we define the semantic function [[-] : Var — [0,n) by: [X] = h’(X) if h’(X) < n and
[X] = o0 if h’(X) = n. We prove that [-] is a countermodel of #, i.e., a countermodel
of any component Sjc[; .

() if S =p—qFpthen p—0g € Gy and p= < € Gy Thus, we have h'(p) < h'(q)
and h’(p) < n. We deduce that [[p] < [q]] and [p] < o. Thus we have [p— q] = » and
[p] < o = [[p— q]. Consequently [-] is a countermodel of S;.

(i) if Si =qy,...,qmt p then Vi € [1,m], p=-q; € G4 and Vi € [1,m], h'(p) < h'(q;).
We deduce that Vi € [1,m], [p] < [ai] and [-] is a countermodel of S;.

From (i) and (ii) we deduce that [|-] is a countermodel of #.

We now prove the only if part. Let [-] be a countermodel of H, we define a new
interpretation [-]" by: [V]' = [V] for any variable V of A and [] = . As []’
and [-] have the same values for #s atoms, we deduce that [-]’ is a countermodel
of #. We suppose that there exists a chain of the form (—*=)""! in G, Xo —*
=X = =Xy =2 =... =5* =X, —* =Xpt1. Thus, by Proposition 3.1, the sequence
[Xo] < [Xi] < [Xo] < ... < [Xn] < [Xn1] is a strictly increasing sequence of n+ 2
elements in [0,n). As this set does contain only n+ 1 elements, that is contradictory.

Theorem 3.2 (n = «). A basic hypersequent A has a countermodel in LC if and only
if its bi-colored graph G, does not contain a =--cycle.



Proof. For the if part: if G, does not contain a =>-cycle, we know that there exists a bi-
height h : G, — N. By Proposition 3.2, we define from h a new bi-heighth’ : G5y — N
by: h'(X) = 0 if h(X) = h(L) and h'(X) = h(X) if h(X) # h(L). By defining [X] €
NU{} by and [X] = h’(X) we obtain a countermodel of # in LC. For the only if part:
the existence of a chain X —* = —*... —»* = —*=X implies [X] < [X] and then we
have a contradiction.

Coming back to our example we observe that the bi-colored graph associated to #,
contains a =--cycle: A— B =-A. Then we conclude that # has no countermodel in LC.
Let us give another example with the basic hypersequent #5 = A | A L. The bi-
colored graph associated to 74 is the following:

(L a)—(0)
This graph has one instance and does not contain a =-cycle. In order to extract a

countermodel we modify the previous graph in such a way that red arrows always go
up and greens arrows never go down.

Then [-] : Var — [0,n) such that [A] = 1 is a countermodel of #45 in LCp forn > 2.

A decision procedure for basic hypersequents has been already provided but only for
LC [3]. It is based on the generation of constraints and some criteria for solving them.
Here we define new criteria, based on bi-colored graphs, to decide the basic hyperse-
quents in LC but also in (LCp)ns0. Moreover, the extraction of countermodels can be
realized from the bi-colored graphs associated to hypersequents.

4 New results for LC and LC,,

In order to propose new results for (general) hypersequents from the above results on
basic hypersequents, we can relate them to the system GLC* and some results of [3].
4.1 Decision procedures for hypersequents

The main one is that for every hypersequent G one can effectively find a set B of basic
hypersequents, so that G is valid if and only if # is valid for every # € B.



G|I,ABFC G|FTFA  G|T+B

A A
G|T,AABFC I G|TFAAB e
G|l,AFC  G|T,BFC G|T-A|TFB
(VL] —————= (VR
G|I,AVBFC G|F-AVB
G|, A—B,A—CHD G|FLA—-B-D G|ILA—CFD
[—AL] [—VL]
G|I,A—(BAC)FD G|I,A—(BVC)FD
G|F,A-CFD  G|I,B—CFD G|F,A—C,B—CFD
(A= [V—t]
G|I,(AAB)—CFD G|Tl,(AVB)—CFD
G|I,A—-CFD  G|IB—CFD G|A-B|I,B—CFD  G|I,C-D
— (=)L) =)=l
G|IA—(B—C)FD G|l (A—B)—CFD
G|Tkr|p—agtp G|Tl,gkr G|Tl,AFB
[—] ————— [—r
G|F.p—akr G|TFA—B

Fig. 2. The Rules of GLC* for LC

Proposition 4.1. Let [[-] : Var—[0,n) be an interpretation,

[-] is a countermodel of G | ', L — AFB in LCy, (resp. LC) iff [-] is countermodel of
G| T+Bin LCy (resp. LC);

[-] is countermodel of G | ',A — AFB in LCy (resp. LC) iff [-] is countermodel of
G| T+Bin LCy (resp. LC);

[] is countermodel of G | ',p — qF p in LCy (resp.LC) iff [-] is countermodel of
G|T+p|p—qgkFpinLCy(resp. LC).

From these results we now consider the GLC* system the rules of which are given
in Figure 2. The axioms of GLC* are the generalized axioms defined as follows [3]: A
generalized axiom is a basic hypersequent of one of the following forms: a) p; < p2 |
P2 <P3|-.. | Pno1 < Pn| Pnt p1 where n > 1, py,..., pn are n distinct propositional
variables, and for all 1 <i<n-—1, pj < pis is either pjF pix1 or (Pitx1 — Pi)F Pi+1:
b) (pr— L)Fp1 | (p2—p1)Fp2 ... | (Pn—1—Pn—2)FPn1 | Pn—1F Pn wheren > 1,
P1,.-.,Pn are n distinct propositional variables (in the case n = 1 we take pg to be L).

Let us recall some useful definitions. Knowing that a proof rule is composed of premises
H; with a conclusion C, it is strongly sound if, for any instance of the rule and any in-
terpretation [[-], if -] is a model of all the H; then it is a model of C. Moreover it is
strongly invertible if, for any instance of the rule and any interpretation [-], if [-] is a
countermodel of at least one H; then it is a countermodel of C.

Theorem 4.1. The rules of GLC* are strongly sound for LCy, (resp. LC).

Proof. We consider the (—)— rule. The other cases are similar. Let [-] be an in-
terpretation which is a model of both premises. Thus, [-] is a model of G or both



LT | AC] < [D] and either [A] < [B] or | I | A [B—C]J+[D] hold:

- if [-] is a model of G then [-]] is a model of G | ', (A— B) — C+ D, conclusion of the
—)— rule;

-if |[F ] AC] < [D] and [A] < [B]. Since [A] < [B], we have [(A— B) —C] = [C]

and we conclude that | | A[(A—B)—C] < [D]; -if |[[] <D then || A[(A—
B) —C] < [D] holds;

- if [C] < [D] and [B—C] < [D] then if [A] > [B] then [(A—B)—C] = [B—C]

and || A[(A—B)—C] < [D] holds. Else, [(A— B) —C] = [C] and we deduce that
ITJA[(A—B)—C] <[D].

Theorem 4.2. The rules of GLC* are strongly invertible for LCy, (resp. LC).

Proof. We consider the (—)— rule. The other cases are similar. Let [[-] be a coun-
termodel of G | [,CF D (the left premise). Then both [-] is a countermodel of G and
IT | A[C] > [D] hold. Since [C] < [[(A— B) — CJ|, we deduce that [-] is a coun-
termodel of G and || A [(A— B) —C] > [D]. Therefore, [-] is a countermodel
of the conclusion of the rule (—)—. Let [-] be a countermodel of G | [,B—CFD
(the right premise). We have [-] is a countermodel of G and both [A] > [B] and
LF ] A[B—C] > [D] hold. Since [A] > [B], we have [(A—B)—C] = [B—C].
Thus || || A[(A— B) —C] > [D] holds and we conclude that [[-] is a countermodel of
the (—)— rule conclusion.

Since all GLC* rules are strongly invertible, we obtain, for any He€ B, if [-] :

Var — [0,n) is countermodel of H in LCy (resp. LC) then [-] is countermodel of G
in LCp (resp. LC) because B is obtained from the GLC* rules and Proposition 4.1.
Thus we get a decision procedure for hypersequents in LCp (resp. LC) which builds
countermodels, by using the previous decision procedure in order to decide which ba-
sic hypersequents are valid in LCy, (resp. LC) and eventually to build a countermodel.
Moreover we can characterize the axioms of GLC* as the basic hypersequents with as-
sociated bi-colored graphs that contain a =-cycle.
Therefore we have provided new decision procedures for LC but also LCp, with construc-
tion of countermodels and decision of irreducible hypersequents that can be realized in
linear time. In comparison sequent of relations calculi provide a nice framework for
proof search in LC [6,7] but cannot deal with the finitary versions LCp.

4.2 A new hypersequent calculus and a tableau system for LC

Having defined a new procedure for hypersequents in LC but mainly for LCp, by defin-
ing bi-colored graphs associated to hypersequents. In a dual approach we show how
we can deduce, from our study of bi-colored graphs, a new hypersequent calculus for
LCp similar to system GLC*, by providing a new class of axioms called n-generalized
axioms.

Definition 4.1 (n-generalized axiom). A n-generalized axiom is either a generalized
axiom or a basic hypersequent of the form:

Py Py 1 | (PT—=P) P (P3—=P3)F P3| | (Phy2— Py 1) Py 2 | Py
Pyt | (PT =P Pi [ (P2 = P3)F P3|+ | (P2 = Prny—1) ™ Py | Ping - Py 1



(T =P pT (P2 =P P31 [ (PR 2= PRy 1)1 Py, 2 | P PRy, 1 | PR, 1
where for all 1 <k <n, mg > 2 and p'm( = p'l“. Moreover, for all 2 <i <n and
1<j<m, pij,p,‘nl ,Pf are2+m;+... +mpdistinct propositional variable, and p}mfl
is either a distinct propositional variable or 1 and p+'q is either g < p or g— pH-q.

From the n-generalized axioms, we can derive all the basic hypersequents the bi-
colored graphs of which contain a (n+ 1)-alternating chain, by using (internal and ex-
ternal) weakenings and permutations.

As an example { =BFA|CHB|C— DFC is a 2-generalized axiom with the
following bi-colored graph:

Theorem 4.3. Abasic hypersequentis valid in LCy, iff it is a basic hypersequent derived
from some n-generalized axioms using weakenings and permutations.

Proof. First we prove the if part. Let # be a basic hypersequent. We suppose that # is
derived from a n-generalized axiom using weakenings and permutations. Then the bi-
colored G4 contain a N+ 1-alternating chain. By Theorem 3.1, we have H validin LC,.
We now prove the only if part. Let # be a basic hypersequent valid in LCp,. We suppose
that % is not derived from a n-generalized axiom using weakenings and permutations.
Then the bi-colored G4, does not contain a (n+ 1)-alternating chain. By Theorem 3.1,
we deduce that # is not valid in LC,, and then we have a contradiction.

Definition 4.2. We define the GLC}: system as the hypersequent calculus having

- basic hypersequents derived from the n-generalized axioms using (internal and exter-
nal) weakenings and permutations, as axioms;

- rules of GLC* as rules.

The GLC;; axioms are the basic hypersequents whose the bi-colored graphs contain
(n+ 1)-alternating chains. Therefore, they are the basic hypersequents valid in LCp.
Since for every hypersequent G, one can find a set of basic hypersequents B, so that G
is valid in LCy, if and only if # is valid in LCy, for every # € B, we conclude that a
hypersequent G is valid in LCp, if and only if G has a proof in GLC}:.

Theorem 4.4. A formula ¥ is valid in LCy, iff the sequent - has a proof in GLC;;.

A consequence is that a tableau system for finitary versions of Goédel-Dummett
logic (LCp)n>o based on the hypersequent calculus GLC;; can be obtained from the
Avron’s tableau system for LC based on GLC* [3]. We only have to change the definition
of closed branchs by using the axioms of GLC}; instead of the ones of GLC*. This
direct extension to LCy, is the result of the use of bi-colored graphs to decide the basic
hypersequents. In order to check if a branch is closed, it seems simpler to verify the
existence of a particular chain or cycle in the graph than to verify if a set of signed
formulas (and links) represents or not an instance of an axiom (in GLC}, or GLC*).



5 Bi-colored graphs and hypersequents in LC and LC,

In this section we consider (general) hypersequents and aim at studying if the approach
used in the case of a particular class of hypersequents can be generalized in the general
case by defining adequate bi-colored graphs to to characterize provability.

Our approach consists in applying to a given hypersequent # an indexing process [13]
and then to reduce it to a flat sequent § such that # is valid if and only if § is valid.
Let us precise that #{ cannot include occurrences of special variables O and <> but can
include occurrences of L. Such occurrences are eliminated during the flattening pro-
cess. We remind that a formula is flat if it is implicational, of the form X — (Y xZ)
or (X+Y)—Z with X,Y,Z € Var and * € {A,V,—}. A {-context Ay, is a non-empty
multiset of implicational formulae such that if A— B € Ay then { — B € A,. More-
over [ A is a flat sequent if the context " contains only flat formulae and Ay is a
{-context. A flat hypersequent is such that all its components are flat.

The indexing process is based on the two linear functions 6 and &, that map occur-
rences of subformulae of a given formula D to multisets. They are defined as follows:

6+(J_) =X, —0
ot (V) = Xy —V,0—V with V is a variable
Ot (AxB) =0"(A),d"(B), Xag — (Xa* Xg) with x € {A,V}
6+(A_’ B) = 6_(A)76+(B)7-XA—>B_> (-XA_>‘XB)
(L) =0—-X,
V) =V — Xy,0—V with V is a variable

(AxB) =0 (A),0 (B),(Xa*Xg) — Xawp with x € {A,V}
(A—B)=03"(A),0(B),(Xa— Xg) — Xa_B

The size of a formula is the number of occurrences of its subformulae that is the
number of nodes in its decomposition tree. Let D be a formula of size n, it has been
proved that the cardinals of & (D) and 8~ (D) are smaller than 2n. Moreover the el-
ements of these multisets are only flat formulae of size less than 5. Then the size of
0~ (D) and & (D) are bounded by 5n.

5
5
5
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Proposition 5.1. Let D be a formula, if [-] is an interpretation such that [O] = 0 and
[Xk] = [K] for any occurrence of subformula K of D then (D) = 6~ (D) = c.

This proposition has been proved in [15]. The next step consists, using this indexing
process, in transforming a given hypersequent # into an indexed flat sequent § and in
building a bi-colored graph from this sequent. Before to give this construction we study
the preservation of validity and countermodels through such a transformation.

5.1 Hypersequents and flat sequents

For the presentation we consider mono-conclusioned hypersequents but we finally show
how and why results are valid for (multi-conclusioned) hypersequents.

Let H = A}, ... 7A,l11 FBil...| Af, ... ,Aﬁp FBp be a hypersequent of LC. We associate
to # a particular flat sequent § = FS(#) = 8" (Al),...,8"(AR,), 8 (By),...,8 (Bp)



F XA} —>XBI,...,XAV1]I —’XB.,XA% —>XBZ,...,XA%2 _’XBzv---vaf_’Xpr---varﬂ’p —
XBpa<>_>XBla"'7<>_>XBp'

Theorem 5.1. Let #=A},..., Al FB;|... |AY,... AR, By If the sequent FS(#) is
valid in LCp, then the hypersequent A is valid in LC,,.

Proof. Let [-] : Var— [0,n) be an interpretation. We define a new interpretation [-] by
[V]' = [V] for any variable V of H, [Xk]' = [K] for any K subformula of # formulae,
[O]' = » and [O] = 0. As [-]’ and [-] have the same values for #s atoms , for any
subformula K of # formulae, [K]" = [K]. Therefore [Xk]' = [K]" and [O0]’ = 0. By
Proposition 5.1, we obtain Vi € [1,p] Vj € [1,ni] [§7(A])] = [ (Bi)] = . As S is
valid in LCp, [-] is a model of S and consequently 3i € [1, p] 3j € [1,n;] [[)CAij —Xg] =
o or [ — Xg,] = . But [{]] = o and then 3Ji € [1, p] 3j € [1,nj] [[.XAij]]/ < [Xg] or
[Xs,] =e0. Thus i€ [1,p] 3j € [1,nj] [[A'J]] < [Bi] or [Bi] = . As we have proved that
Jie[l,p] 3je[l,n [[A'J]] < [Bi] or [Bi]] = oo, for any interpretation [-] : Var — [0,n),
we deduce that # is valid in LCj,.

Let [-] : Var —[0,n) be an interpretation and o € [0,n), we define the translated
interpretation by:

0 if [[X]]:oo
XI_g=q X]—a if [X]>a
0 if [X]<a
Theorem 5.2. Let #{=A},... Al =By | ... | A},... AR By, if []: Var—[0,n) is

a countermodel of the sequent FS(#) in LCp then [O] < « and for o = [O], the
translated interpretation [-] _, is a countermodel of the hypersequent A in LCh,.

Proof. Given in appendix A.

5.2 Bi-colored graphs

Let # be a given hypersequent of LC. As shown in the previous section we can associate
to #{ an equivalent flat sequent FS(#) =5 =& (Al),..., 8 (AR,),87(By),...,8 (Bp)k
XA{ — X, ’foln — Xg, ,XA% — Xy, ’XA%z —Xg,,. .- 7fo—>XBp, . 7XA,Ep — Xg,,
¢ —Xp,, ..., — Xg,. Now we define a procedure that builds, from H and the flat se-
quent FS(#), a particular bi-colored graph G, that is associated to H.

The nodes of G, are defined from the set of the nodes of the decomposition tree of
all the formulae of # (set of the subformulae occurrences).

Moreover we introduce a new variable Xg for every occurrence F of subformula of D
in #. It is the corresponding node of F. The nodes are signed as follows: we have — at
the root D if D is a hypothesis else we have + and we propagate the signs as usual.!

! The connectors A and V preserve the signs and — preserves the sign on the righthand side and
inverses the sign on the lefthand side.



We can write Xf or X¢ in order to emphasize the signs.

We also add the node denoted V for all propositional variables of # . Thus several oc-
currences of V generate only one node V and several nodes X/ or X;, . Moreover we
add two new nodes denoted <> et (1.

The arrows of G4, are defined as follows: we describe the green and red arrows be-
tween the nodes together with the boolean expressions indexing them.

First we start with the non-indexed arrows introduced independently of the internal
structure of #’s formulae. We add

- ared arrow Xy = < for any formula D of the multi-set of conclusions of #.

- ared arrow Xg — X;f for any formula A and B of #{ that belong to the same compo-
nent.

- a green arrow V — X{, for any negative occurrence of variable V and a green arrow
X, —V for any positive occurrence of variable V.

- a green arrow [J —V for any variable V, a green arrow O — X, for any negative
occurrence of | and a green arrow Xf — [0 for any positive occurrence of L.
Secondly we consider the introduction of arrows for the internal nodes. Let us start with
the non-indexed arrows. We add

- two green arrows Xg — X, and X — Xg for any positive subformula occurrence
C=ANAB.

- two green arrows X, — Xs and X5 — XS for any negative subformula occurrence
C=AVB.

We now complete with the indexed arrows, i.e., arrows indexed by boolean expressions
of the form X or X with X propositional variable. Then we introduce a new boolean vari-
able for any subformula occurrence. We add

- a new boolean variable X and two green arrows X, —x Xz and Xg —x Xz for any
negative subformula occurrence C = AAB.

- a new boolean variable X and two green arrows XZ —x X, and XZ —x Xg for any
positive subformula occurrence C = AV B.

- a new boolean variable X, two green arrows Xg —x X5 and & —x X and two red
arrows Xg = XA‘* and Xz =x ¢ for any negative subformula occurrence C = A — B.

- a new boolean variable X and two green arrows X& —x Xg and Xy —xXg for any
positive subformula occurrence C = A — B.

We illustrate this construction with the hypersequent #3 = AFB | A— B+ B. The
bi-colored graph G associated to H; is given in Figure 3.
It is clear that the construction of the graph G, for a given hypersequent # is in linear
time because we add at most four arrows for each subformula instance. Now we have
to define a characterization of the validity of A from the associated bi-colored graph.

5.3 A procedure for countermodel search

We have proved, in the previous section, that deciding if a hypersequent # is valid or
has a countermodel in LCy, can be reduced to deciding if the flat sequent associated to
H (see Theorem 5.1 and 5.2) is valid or has a countermodel in LCy,. Then we focus



Fig. 3. A Bi-colored Graph of a Hypersequent

now on the graph G, and analyze validity of # from it.

First any flat sequent can be reduced or transformed into a set of implicational sequents,
i.e., sequents of the form § = X; —Yq,..., Xk —Yc-A; — By,...,A| — By. Secondly we
can associate a bi-colored graph G to such a sequent § as follows: the set of nodes is
the set of the variables of .S, namely {Xi} U{Y;} U{Ai} U{Bi} and the set of arrows is
{Xi—=Y1,...,.Xk—= Y} U{B1=Aj,...,B = A }. Then an implicational sequent .§ has
a countermodel in LCp, (resp. in LC) if and only if its associated bi-colored graph does
not contain a (n+ 1)-alternating chain (resp. a =--cycle) [16]. Thus we now study if we
can relate the search of particular chains in an instance of the associated graph G, to
the existence of countermodels.

Theorem 5.3 (n = o). Let # be a hypersequent and G its bi-colored graph, # has a
countermodel in LC if and only if there exists an instance of G, that does not contain
a =-cycle.

Proof. Let # be a hypersequent and S be the associated flat sequent. An interpretation
[-] is a countermodel of . if and only if at least it is a countermodel of one of the impli-
cational sequents issued of the transformation of .S. The bi-colored graphs associated to
these implicational sequents exactly correspond to the instances of G4. By the above-
mentioned results .§ has a countermodel if and only if one of the instances of G4 does
not contain a =-cycle. Thus, # has a countermodel if and only if one of the instances
of G4, does not contain a =-cycle.

Theorem 5.4 (n < ). Let A be a hypersequent and G, its associated bi-colored
graph, # has a countermodel in LC, if and only if there exists an instance of G, that
does not contain a (n + 1)-alternating chain.

Proof. For LCp with n # oo, the proof is similar by replacing the notion of =-cycle by
the one of (n+ 1)-alternating chain.

Let us come back to our example with the hypersequent #3 = AFB | A— BFB. If
we consider its associated graph G, (see previous subsection) we observe that it has



two instances (X = 0 and X = 1). The first one (X = 0) contains the following =--cycle:
B, = Af —A—=A — BS+ — B — B, . The second one (X = 1) contains the following
=-cycle: By = —3 — B —B— By . Then we deduce that #4 does not contain coun-
termodels in LC. An example with countermodel generation is given in appendix B.

These results on mono-conclusioned hypersequents can be easily extended to (multi-
conclusioned) hypersequents.

Let ﬂ-[:A{,...,Arl11 I—B},...,B,lnl [ ... | AF,...,AﬁpI—Bf,...,Bﬁ]p be a given hyperse-
quent, we build the flat sequent FS(#) = 8" (A}),...,87(AR,),8 (B}),...,8 (By,),
()Q_I)HXA%,...,()Q_I)HXA}” 7""(‘)Q_p)_>xAﬁp'_(‘XJ_I)_)XB%""’()Q_I)_)XB,IHI yenes
(X-p) —>XB§J, ey (X)) _>XBrﬁ’1p , & —>XB} ,L 0 _’XBr%p- Then we can prove theorems
similar to Theorem 5.1 and Theorem 5.2 and then directly use the procedure defined for
bi-colored graph construction. In addition our new procedure can be applied to a spe-
cific case of hypersequents that are sequents. Therefore we also provide a new proce-
dure for deciding provability of LC sequents through bi-colored graphs with generation
of countermodels.

6 Conclusion and perspectives

In this paper we propose new characterizations of validity in LC and LCp, based on the
construction, from a hypersequent, of a specific bi-colored graph on which the search
of particular chains corresponds to countermodel search. It leads to new decision proce-
dures for hypersequents in Godel-Dummett logics that is well adapted to countermodel
generation. These results present an alternative approach to works on proof-search with
analytic calculi. Thus we aim at developing it for other logics including substructural
or intermediate logics [18].

Recent works have studied the relationships between parallel dialogue games and hy-
persequents for some intermediate logics including LC [10]. We also aim at relating
bi-colored graphs and such games in such a way that we could generate directly win-
ning strategies from bi-colored graphs associated to sequents or hypersequents. From
preliminary results for graphs associated to implicational sequents we expect to study
how to deal with general sequents or hypersequents.
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A Proof of Theorem 5.2

To prove the result we need the three following propositions, proved in [16].

Proposition A.1. Let A be a formula without L, a be a value in [0,n) and [[-] : Var —
[0,n) be an interpretation such that, for any variable X of A, [X] > a. We have [A] > a
and if a < oo then [A]_, = [A] —a.

Proposition A.2. Let D be a formula, we have the following properties:

1. For any subformula K of D, the formulae of 87 (K) and & (K) are flat and do not
contain the constant L;

2. For any variable V of D, the atomic implication 0 —V is in 8 (K) and in 6~ (K);
3. The size of 37 (K) and 8~ (K) is linear in the size of D.

Proposition A.3. Let D be a formula, for any subformula K of D, the two sequents
07 (K), Xk - Kg and 8~ (K),Kg - Xk are valid in LC,,.



Theorem 5.2 L

Let #=Al,... Al FBy | ... |A},... AR FBp, if [-] : Var— [0,n) is a countermodel of
the sequent FS(#) in LCy then [O] < e and for a =[], the translated interpretation
[-]_4 is a countermodel of the hypersequent # in LCh.

Proof. Let [[-] : Var— [0,n) be a countermodel of the sequent .S. The following proper-
ties are satisfied:

1. Vi, j € [1,p] and Vk € [1,ni], [ 3" (AL ] > [O — Xg;]):

2. Vi,je[l,p], vk € [1,n] and VI € [1,nj], |57 (AL) | > [y — X1
3. Vi, je[1,pl, [8(Bi)] > [¢— X, ]

4. Yi,j€[1,p] and VK € [1,nj], & (Bi) | > [[XA‘J(%XBJ.]]-

By property 4, we have Vi € [1,p], [8 (Bi)| > [¢ — Xg;] and we deduce that for
any i € [1,p], [¢ — Xg ]| < o and [Xg,] = [¢] — [Xg;] < c. Then, for any i € [1,p],
[X&] < |16~ (Bi)]. By Proposition A.3, Vi€ [1,p], 8 (Bji),(Bi)g+ Xg; is a valid se-
quent and then Vi € [1,p], [ (Bi)| A[(Bi)a] < [Xg] < |8 (Bi)]. Therefore Vi €
[1,p], 1O Bi)] AT(Bi)g] < |19 (Bi)] and we obtain [(Bi)g] < [[0~(Bi)] for any
ie(l,p].

- We now prove that, for any variable V of #, [V] > [O]. First, if # does not contain
variables, i.e., all its atoms are occurrences of L, then the previous property is trivially
verified. Else, let Bj be one of its conclusion formulae and Vj be a variable of (Bj) that
realizes the minimal value y of the non-empty set {[0— V], V variable of Bj5}. Thus
y = [O0— Vo] and for any variable V of (Bj)g, [0 — V] > V. If Vp is in the variable
set of Bj then, by Proposition A.2, 0—Vy € & (Bj) and then |8 (Bi)|| < [O—Vo] =
y. Else Vo = O and therefore |0~ (Bi)| < [0 — Vo] = [0 — O] = . In both cases
15~ (B1)] < [0 —Vol =v.

- We now prove that [O0] < V. Let us suppose [O]] > y= [O0— Vo] and letV be a variable
de (Bj)g: either V = O and [V] = [O]] > yorV is a variable of Bj and [0 —V] >,
and then [V] > v. By Proposition A.1, as (Bj)g does not contain L, [[(Bi)g] > Y. We
deduce y < [(Bi)g]l < [0 (Bi)] < [O— Vo] =, that is contradictory and then 0 < .
For any variable V of (Bj)q, [O] <y< [0—V] = [0O] — [V]. Then , for any vari-
able V of (Bi)g, [O] < [V] and by Proposition A.1 [(Bi)g] > [d]. Thus Vi € [1, p]
[(Bi)g] = [O] because we have no hypothesis on B;.

- We now prove that, for any variable V of #, [V] > [O]. We suppose that there exists
a variable V; such that [V;] < [d]. By Proposition A.2, 00—V belongs to the mul-
tiset of hypotheses of §. Then Vi € [1,p] [0 — V] = [Vi] > Xg,. We have Vi € [1, p]
|16~ (Bi)] > [Xg] and by Proposition A.3, 8 (B;),(Bi)g Xg, is a valid sequent and
then Vi € [1, p] [(Bi)g] < [Xg;]. Thus we have Vi € [1, p] [O] < [(Bi)o] < [Xa ] < [Vi]
that is contradictory. ‘

By property 3, Vi, j € [1,p] Vk € [1,ni] VI € [1,n;] [ 8% (A ] > [[XA1j — Xg, ]| and we de-

duce that Vj € [1,p] VI € [1,n;] [[XAij — Xg;]| < o. Then Vi € [1, p] V] € [1,ni] [[XAij]] >
[Xe,] and finally Vi € [1,p] Vj € [1,n] [ &F(A) ] > [[xB_i]] anq then [L6+(Aii),xAijJJ >
[Xg]. By Proposition A.3, Vi € [1, p]_Vj € [1,ni] 87 (A}), (Ao I—XAij is a valid se-
quent. Thus Vi € [1,p] Vj € [1,ni] [(A})n] > [Xg]. Moreover Vi € [1,p] Vj € [1,nj]



[(A})al > [(Bi)a] because vk € 1, pl, [Bia] < [Aa]-

We have proved that Vi € [1, p] [(Bi)g]] < |16~ (Bi) . But Vi € [1, p] [(Bi)g] = [O] and
then [O]] < . Leta = [O], as [O] _4 =[O0] —a=0=[L]_,. We obtain [D]_, =
[Dg]_g. for any formula D of #, and by Proposition A.1, [Dn]_, = [Dg] —a. We
have Vi € [1,p] Vj € [1,ni] [Aj5] > [(Bi)o] and o < co. Thus Vi € [1,p] V]j € [1,nj]
[[(Aij)D]] —a > [(Bi)g] — a and then [[Aij]]_a > [Bi]_q4. Then [-]_, is a countermodel.

B Anexample with countermodel generation

The bi-colored graph of the hypersequent #; = FA | Ak L is

This graph has only one instance that does not contain =-cycle. Then we deduce
that #; has a countermodel. In order to extract it we modify the graph as follows: the
red arrows always go up and the green arrows never go down.

0
@) |
0

Then [[-] : Var— [0,n) such that [A]] = 1 and n > 2, is a countermodel of ‘Hj in LCp.



