
IBM Journal of Research and Development, vol. 34, no. 35, September 1990, pp. 753-769.Finding Compact Coordinate Representationsfor Polygons and PolyhedraVictor MilenkovicHarvard UniversityDivision of Applied ScienceCambridge, MA 02138 Lee R. NackmanIBM Research DivisionThomas J. Watson Research CenterP. O. Box 218Yorktown Heights, NY 10598AbstractPractical solid modeling systems are plagued by numerical problems that arise from using oating-point arithmetic. For example, polyhedral solids are often represented by a combination of geometricand combinatorial information. The geometric information might consist of explicit plane equations,with oating-point coe�cients; the combinatorial information might consist of face, edge, and vertexadjacencies and orientations, with edges de�ned by face-face adjacencies and vertices by edge-edge adja-cencies. Problems arise when numerical error in geometric operations causes the geometric informationto become inconsistent with the combinatorial information. These problems could be avoided by usingexact arithmetic instead of oating-point arithmetic. However, some operations, like rotation, increasethe number of bits required to represent the plane equation coe�cients. Since the execution time ofexact arithmetic operators increases with the number of bits in the operands, the increased numberof bits in the plane equation coe�cients can cause performance problems. One proposed solution tothis performance problem is to round the plane equation coe�cients without altering the combinatorialinformation. We show that such rounding is NP-complete.1 IntroductionTo achieve reliable programs that implement geometric computations, one must understand and control thee�ect of numerical error. One approach to controlling numerical error is to eliminate it by working only withobjects and transformations that can be represented with numbers in a representable sub�eld of the reals. Forlinear objects (e.g., points, lines, planes), using exact (i.e., arbitrary precision) rational numbers would allowexact computation of intersections. Unfortunately, the situation is di�erent with rotation, a commonly usedgeometric transformation: rotating a line with rational coe�cients can yield a line with irrational coe�cients.Pythagorean triples can be used to approximate any rotation arbitrarily closely by a rational rotation, arotation that can be represented by a matrix with rational entries [7, Section 4.3.3]. Unfortunately, whenrational representations are used, iteration of geometric transformations, like rotation, can cause unboundedgrowth in the precision needed to represent transformed objects, which can lead rapidly to unacceptableperformance of geometric computations. We shall focus here on the precision growth problem.Precision growth arises from a sequence of geometric transformations. As a simple example, consider asequence of r rotations about the coordinate axes (any rotation can be expressed as a sequence of rotationsabout the axes), each of which is to be approximated as above by a rational rotation with an angle ofrotation accurate to one part in 2�P . It is easy to show that after applying these r rotations to a point, the1



precision required per transformed coordinate is O(rP ). Precision growth can be limited by interspersing inthe sequence rounding operations that closely approximate the transformed geometric objects with geometricobjects that require less precision to represent. But what does it mean to approximate a geometric objectand how should rounding operations be interspersed in the sequence of transformations? These questionsare discussed at some length in [7, Section 4.3].Sugihara [10] has investigated approximating individual hyperplanes in n-dimensional space. He formulatesthe problem as follows. Given n+ 1 positive integers Q1; � � � ; Qn+1, the hyperplanea1x1 + a2x2 + � � �+ anxn + an+1 = 0is approximated by the hyperplane b1x1 + b2x2 + � � �+ bnxn + bn+1 = 0where a1; a2; : : : ; an+1 are real numbers and b1; b2; : : : ; bn+1 are integers such that jbij � Qi. The Qi boundthe precision of the coe�cients of the approximation. The approximation is considered good if bi=bj is closeto ai=aj , for all i and j. Since �nding an appropriate set of bi's is very di�cult, Sugihara considers thefollowing problem. Let k be the integer such that the ratio jakj=Qk is maximum. Dividing the originalequation by ak, he obtains the equationw1x1 + w2x2 + � � �+ wnxn + wn+1 = 0where wi = ai=ak. He then considers the more tractable approximation problem of �nding good rationalapproximations pi=q to the wi for some number q � Qk. If the rational approximations are chosen such thatjpi=qj � wi, then the equation p1x1 + p2x2 + � � �+ pnxn + pn+1 = 0approximates the original hyperplane and satis�es the bounds on the precision of the coe�cients. In orderto generate a good approximation, Sugihara proposed several heuristic methods for �nding a set of integersfq; p1; : : : ; pn+1g that minimizes maxi ����wi � piq ���� :He evaluated these approximation methods by applying them to a large number of randomly generated lines.Although each individual line is approximated well, nothing constrains the ensemble of approximations toreproduce any more global structure. This is quite apparent in the pictures shown in [10, Figure 2] in whichthe rounding process clearly changes the combinatorial structure of the set of lines.Rounding lines is much more di�cult if the rounding must preserve some more global structure imposedon the set of lines. For example, Figure 1 shows a quadrilateral and a triangle before and after a rotationand rounding of individual lines. The rounding has clearly altered the global structure of the set of lines:before rotation and rounding, point C is contained inside the quadrilateral, and after, C is outside thequadrilateral. Such a change could cause failure of an algorithm that assumed that the triangle is surroundedby the quadrilateral, such as might be the case in a solid modeler with the �gure representing a quadrilateralface of a polyhedron with a triangular hole.Some of the structure of geometric objects can be preserved by using the object reconstruction approach[7]: if the structure of the set of geometric objects is de�ned in terms of operations on geometric primitives(e.g., lines, planes, solids), then the primitives can be rounded individually and the structure reimposed. Forexample, suppose that a simple polygon (a polygon is simple if non-consecutive edges do not share points)is represented by a constructive solid geometry (CSG) tree of half-planes, that is, as a boolean combinationof half-planes. (Any simple polygon can be represented in this manner [2].) The polygon could then berounded by rounding each half-plane boundary (line) individually and then re-evaluating the CSG tree toobtain the rounded polygon. Although this sequence at least ensures that the rounded polygon is also asimple polygon, it need not preserve other aspects of the polygon's structure, such as the number of sides.2
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Figure 1: Result of Finite Precision RotationAnother approach to avoiding precision growth in a sequence of operations is to compose the sequenceof operations, round the composed operation, and then apply the rounded, composed operation. Again,consider rotations as an example. Let rat(A) denote a rational rotation that approximates the rotationA. If we are to compute an approximation to ArAr�1Ar�2 � � �A1p, where p is some point, we shoulduse rat(ArAr�1Ar�2 � � �A1)p instead of rat(Ar)rat(Ar�1)rat(Ar�2) � � � rat(A1)p, thus reducing the precisionrequired from O(rP ) to O(P ). This is not always possible. For example, if p and q are vertices of di�erentpolygons, we might apply rotation A to p and B to q. After taking the union of the two polygons, we thenapply rotation C to it. Replacing rat(C)rat(A)p and rat(C)rat(B)q by rat(CA)p and rat(CB)q may changethe structure of the resulting polygon.All three of the approaches we have discussed avoid precision growth by rounding, but provide no guaranteesthat any notion of structure among a set of geometric objects is preserved. In this paper, we considerthe problem of rounding sets of polygons or polyhedra while preserving a certain notion of combinatorialstructure (de�ned below). Informally, the problem can be formulated as follows. Assume that a polygon isrepresented by a set of real numbers, called coordinates, and let S be a set of polygons. We would like toround the coordinates of the polygons of S to obtain a set of polygons S 0 that have the same combinatorialstructure as S, but with coordinates that can be represented with P bits of precision and are close to thecorresponding coordinates of S. By close, we mean that each rounded coordinate must be accurate to P �Kbits, for some integer K, 0 � K < P , that is, that the magnitude of the di�erence between a coordinateand its corresponding rounded coordinate must be less than 2K�P . If it is possible to do this, we call S 0 a(P;K)-approximation to S.Now let us discuss a practical scenario in which the ability to �nd (P;K)-approximations to sets of polygonswould be useful. Suppose one starts with a set of P -bit polygons (i.e., polygons with P bit coordinates) andapplies some operation to them (possibly, but not necessarily, a rigid motion) with the output being a set ofM -bit polygons, whereM > P . One then wishes to round the output polygons back to a set of P -bit polygonswhile preserving their combinatorial structure. Clearly, one can't just truncate coordinates to P -bits andexpect to preserve the combinatorial structure. So, we are willing to sacri�ce a small amount of geometricaccuracy in exchange for preserving the structure. Namely, we seek a set of P -bit polygons with the mostsigni�cant P �K bits correct and the same combinatorial structure, in other words, a (P;K)-approximationto the set of M -bit polygons.Our main result is that determining the existence of a (P;K)-approximation is NP-complete. This resultis stated formally and its applicability and relation to other work discussed in Section 2. The result isproved in Section 3 by reducing the problem of three-coloring a planar graph of degree four to the problemof �nding a (P;K)-approximation to a set of simple polygons. Section 4 generalizes from two-dimensionalpolygons to three-dimensional polyhedra. Since our result says that simultaneously rounding and preservingcombinatorial structure is hard, in Section 5 we discuss polynomial-time techniques for generating compactrepresentations that simultaneously round and preserve nearly the same combinatorial structure.
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2 Rounding is HardIn this section we show that the problem of determining whether a collection of simple polygons has a(P;K)-approximation is NP-complete. This result generalizes easily to polyhedra. We �rst de�ne theproblem precisely and state the result and then discuss the applicability of the result in practice and itsrelation to other work in the area of coordinate representations.2.1 Combinatorial StructureA simple polygon is a list of distinct lines L1;L2;L3; : : : ;Lk, k � 3, such that the polygon with verticesL1 \L2, L2 \ L3, : : :, Lk�1 \ Lk, Lk \L1 is not self-intersecting and is oriented counter-clockwise. A set ofsimple polygons is� a list of n distinct lines L1;L2;L3; : : : ;Ln, n � 3;� a list of m+ 1 integers 0 = n0 < n1 < n2 < � � � < nm = n such that for i = 1; 2; : : : ;m, the sublist oflines numbered from ni�1 + 1 to ni forms a simple polygon Pi;� a forest of trees on the values 1; : : : ;m such that j is a descendant of i in some tree if and only ifpolygon Pj lies inside polygon Pi.Two sets of simple polygons S1 and S2 have the same combinatorial structure if and only if there is aone-to-one correspondence between the simple polygons of S1 and the simple polygons of S2 such thatcorresponding simple polygons have the same number of lines and such that the forests are isomorphicunder the correspondence. Intuitively, if two sets of simple polygons have the same combinatorial structure,corresponding polygons in the two sets have the same number of edges and the polygons in one set arenested in each other in the same manner as the corresponding polygons in the other set. For example, thetwo sets of polygons shown in Figure 1 do not have the same combinatorial structure because the triangle iscontained in the quadrilateral in one set and not in the other set.2.2 (P;K)-ApproximationAssume P and K are positive integers such that 0 � K < P , and de�ne � = 2�P and � = 2K�P . The setBFP of P -bit binary fractions (or more simply P -bit numbers) is de�ned,BFP = f2�P qjq is an integer and � 2P � q � 2P g:This is the set of numbers in the range [�1; 1] that terminate within P bits of the \binary point." A line isde�ned by the equation ax+ by = c, where a; b, and c are real. A P -bit line has coe�cients a; b; c 2 BFP .A (P;K)-approximation to a real number a is a P -bit number a0 satisfying, ja0 � aj < �. It follows thata and a0 have the same P �K most signi�cant bits. A line a0x + b0y = c0 is a (P;K)-approximation to aline ax + by = c if a0; b0, and c0 are (P;K)-approximations to a; b, and c, respectively. A simple polygonP 0 is a (P;K)-approximation to a simple polygon P if it has the same number of lines and if each lineof P 0 is a (P;K)-approximation to the corresponding line in P . A set of simple polygons S0 is a (P;K)-approximation to a set S if S0 has the same combinatorial structure as S and if each simple polygon of S0 isa (P;K)-approximation to the corresponding polygon of S.2.3 NP-CompletenessTheorem 1 The language of sets of simple polygons with at least one (P;K)-approximation is NP-complete.4



This theorem is proved in Section 3 and generalized to polyhedra in Section 4.2.4 Applications of Theorem 1It is important to understand what Theorem 1 implies with regard to practical applications. Suppose wewish to rotate (or apply some other Euclidean transformation to) a polygon or polyhedron. We start witha P -bit polygon, rotate it exactly using rational arithmetic, and then round the higher precision result toa nearby (P;K)-approximation. The theorem does not necessarily imply that this rounding step will bedi�cult because, in this situation, we are restricting the input to those sets of simple polygons that resultfrom the Euclidean transformation of P -bit polygons. It may be that this is an easier problem than the moregeneral situation covered in the theorem, in which the set of input polygons is not restricted. Nevertheless,the theorem does imply that any procedure we might be able to devise for rounding restricted sets ofpolygons (i.e., those that result from Euclidean transformation of P -bit polygons) must exploit propertiesof the Euclidean transformation. There can be no general polynomial time procedure for rounding polygons(unless, of course, the P 6= NP conjecture is false).Unfortunately, a transformation-dependent rounding procedure might be hard to �nd for the following reason.The distance between closest representable points varies greatly from one part of the plane to another, wherewe de�ne a point to be representable if it is the intersection of two P -bit lines. Thus even a pure translationmight cause problems if it moves a cluster of vertices with representable locations to a region of the planeof low \density." As we shall see in Section 3.1.1, the proof of Theorem 1 depends on the existence of denseobjects that must expand greatly when approximated. A sequence of transformations and set operations onpolygons might lead to the construction of such a dense object, and the next transformation might movethis object to a low-density region of the plane where it would be forced to expand.To see how much the distance between closest representable points can vary, consider �rst the origin. Onlylines of the form ax + by = 0 pass through the origin. Every other P -bit line ax+ by = c with c 6= 0 lies atleast jcjpa2 + b2 � 2�Pdistant. Therefore, the origin is the only representable point in a circle of radius 2�P . Now consider nineintegers, Ai; Bi; Ci, i = 1; 2; 3, with magnitude approximately equal to but not exceeding 2P and such that:�123 = ������ A1 B1 C1A2 B2 C2A3 B3 C3 ������ = 1:Such values may be rare, but they exist, for the points hAi; Bi; Cii, i = 1; 2; 3, form a basis for the integerlattice in three dimensions [3, Section 13.9] and there are an in�nite number of such bases. It can be shownthat the three P -bit lines 2�PAix+2�PBiy = 2�PCi, i = 1; 2; 3, form a triangle of diameter roughly 2�3P .In particular, the distance from the intersection of the �rst two lines (i = 1; 2) to the third line (i=3) is2�P�123 ���� A1 B1A2 B2 �����1 :Assuming that A1; B1; A2; B2 have the appropriate signs, this distance has magnitude close to 2�3P . Thus,the minimum distance between representable points can vary from 2�3P to 2�P . There is clearly considerableunevenness in the distribution of representable points.2.5 Relation to Other WorkBefore proceeding to the proof, let us compare this result to other work. Mnev [9] and Goodman, Pollackand Sturmfels [6] examine the problem of �nding coordinate representations for order types. An order type is5
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C Figure 2: Order Type vs. Combinatorial Structurean assignment of an orientation for every triple of points A, B, and C: the orientation is positive if triangleABC is counter-clockwise, negative if ABC is clockwise, and zero if A, B, and C are collinear. Mnev showsthat determining whether there exists a set of points with a given order type is equivalent to the existentialtheory of the reals. Goodman et al. show that even if such a set of points exists, a coordinate representationmay require storage exponential in the number of points.In contrast to the work of Mnev and of Goodman et al., our work considers lines instead of points, usesthe notion of combinatorial structure instead of order type, and seeks a (P;K)-approximation to somegiven representation instead of seeking any coordinate representation of a combinatorial structure. Thesedi�erences are motivated by practical considerations.We consider lines instead of points because we wish to generalize to polyhedra, which are commonly rep-resented by the plane equations of their faces. By well-known duality relationships [4], there is a directconnection between results on lines and results on points, so this di�erence is of little consequence.On the other hand, the concept of combinatorial structure of a set of simple polygons is less stringent thanthe order type of points. For example, in Figure 2, point C could be moved to the other side of line ABwithout changing the combinatorial structure. The order type would be changed in this case because theorientation of triangle ABC would change from positive to negative. We believe that our de�nition ofcombinatorial equivalence is more natural for most practical problems.One way to pose the problem we are considering is: Given a combinatorial structure for a set of simplepolygons, �nd a coordinate representation for the polygons subject to the constraint that the coordinaterepresentation is a (P;K)-approximation to some speci�ed representation. This constraint is imposed becausein practice rounding must both preserve combinatorial structure and incorporate some notion of \nearness"to the un-rounded object. Indeed, rounding would be easy without this constraint, for it can be shown easilythat a combinatorial structure has a coordinate representation if and only if each polygon appears exactlyonce in the forest and, furthermore, that an O(logn)-bit coordinate representation can be found in lineartime.Finally, we note that, like the results of Mnev and of Goodman et al., determining the existence of a(P;K)-approximation is di�cult in two or more dimensions and easy in one dimension. The one-dimensionalproblem, generating a (P;K)-approximation to a forest of nested closed intervals, can be solved in lineartime.3 ProofTo prove Theorem 1, we must show that the problem of �nding a (P;K)-approximation to a set of simplepolygons is contained in NP and that it is NP-hard. Establishing that the problem is in NP is easy. Givena set of simple polygons with n distinct lines, there are up to 23nK possible (P;K)-approximations to theset, each of size O(nP ) bits. To prove that a particular set of simple polygons has a (P;K)-approximation,we non-deterministically generate one of the approximations and check it in polynomial time. To check an6



approximation, we �rst verify in time O(n) that each coordinate is indeed a (P;K)-approximation of thecorresponding coordinate in the original set of polygons. Next in time O(n logn) we verify that the set ofpolygons is simple and determine the nesting relationships among the polygons in the approximation (usinga standard sweep-line algorithm [1]). Since the correspondence between the lines in the original set of simplepolygons and the lines in a (P;K)-approximation to it is known, it is then only necessary to test that thetwo forests are isomorphic. This can be done in O(n) time. Therefore, the problem is in NP.We show that the problem is NP-hard, thus completing the proof of Theorem 1, by reducing the NP-completeproblem of three-coloring planar graphs having no vertex degree greater than four [5, Section A1.1] to theproblem of �nding a (P;K)-approximation to a set of simple polygons. For any such graph G = (V ; E), thereduction consists of two steps:1. Embed G in an orthogonal grid, with graph vertices placed at grid vertices and graph edges followinggrid edges. Using the algorithm of Tamassia and Tollis [11], we can embed G in a cV by cV grid inO(V ) time, where c is a constant and V = jVj.2. Construct in time polynomial in V a set of simple polygons S such that there exists a (P;K)-approximation S0 of S if and only if G can be three-colored.The polygons constructed in the second step are instances of a small number of components. To help explainthe construction, we group the components into levels in a manner analogous to the way components areorganized in a computer chip. We shall use four levels, with a number of components de�ned at each level:DEVICE: sponge, slider, adder;SSI (small scale integration): transmission line, splitter-inverter, AND gate;MSI (medium scale integration): transmission line crossing;LSI (large scale integration): graph.The purpose of embedding G in a grid is to simplify the \chip wiring."A component at any level is characterized by its terminals, its footprint, and its input-output behavior. Eachcomponent has a set of zero or more terminals that are used in integrating components; the terminals are notpart of the set of simple polygons, but are points that have a speci�ed geometric relationship to the polygons.A terminal is said to be covered if it is contained in the interior of a polygon; otherwise it is uncovered. If a(P;K)-approximation forces a terminal to become uncovered, we will say that the approximation is pushingon that terminal of the component; conversely, if a (P;K)-approximation forces a component to cover aterminal, we will say that the component pushes on the terminal.The set of simple polygons S will be constructed so that every (P;K)-approximation of S will cover someterminals and leave others uncovered; the coloring of the simulated graph G is represented by the cov-ered/uncovered state of certain terminals. We shall describe the construction bottom-up, presenting at eachlevel the \data sheets" and constructions for the components at that level.3.1 Device LevelAt the lowest level, the graph implementation consists of three types of collections of simple polygons:sponges, sliders, and adders.
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Figure 3: A Sponge and its (P;K)-Approximation3.1.1 SpongesIntuitively, a sponge is a tiny object that expands when approximated. See Figure 3. Let p be a point andn a non-zero vector such that jnyj � jnxj. A horizontal (p;n)-sponge is a set of simple polygons with thefollowing properties:� The sponge's polygons lie in a square of side � aligned with the coordinate axes and centered at p.� In every (P;K)-approximation to the sponge, there exists a polygon vertex q at least (���)jnyjjnj distantfrom p along the direction of the vector n. Expressed analytically, (q � p) � n � (� � �)jnyj.� Every (P;K)-approximation to the sponge lies in a square of width 6� aligned with the coordinateaxes and centered at p.� There exists at least one (P;K)-approximation to the sponge that extends no farther than (�+�)jnyjjnjfrom p in the direction n. That is, for all vertices q in this approximation, (q� p) � n < (� + �)jnyjA vertical (p;n)-sponge is de�ned analogously for jnxj � jnyj. When we refer to a (p;n)-sponge, we meaneither a horizontal or vertical (p;n)-sponge, as appropriate.A (p;n)-sponge is implemented by a set of squares with sides parallel to the coordinate axes. We now givean algorithm for constructing a sponge for the case ny � nx � 0; constructions for the other cases can beobtained straightforwardly by reections and rotations by multiples of �=2. Let � = 2�(P+3K+4) and de�nethe sets of horizontal and vertical lines:hli: y = py + i�; i = 0; 1; : : : ; 23K+3;vlj : x = px + j�; j = 0; 1; : : : ; 23K+3.Because � is so small, the point p lies within � of each of these lines, and each line hli has the same set of(P;K)-approximations as the line y = py, and each line vlj has the same set of (P;K)-approximations asthe line x = px. Since the K least signi�cant bits of all three coe�cients can be changed, x = px and y = pyeach have 23K (P;K)-approximations.
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The following algorithm generates a (p;n)-sponge.sponge-set = ;for i = 0 to 23K+1for j = 0 to 23K+1/* (� � �)-invariant */add the square hl2ivl2jhl2i+1vl2j+1 to sponge-set/* (� + �)-invariant */if sponge-set is a (p;n)-sponge, return itThe set sponge-set can contain no more than 26K+2 squares. Each square has no more than 212K (P;K)-approximations (because each side has no more than 23K approximations). Therefore, there are no morethan (212K)(26K+2) (P;K)-approximations to the squares in sponge-set. Since K is a constant, we can testin (a somewhat daunting) constant time whether the current sponge-set is a (p;n)-sponge.We prove correctness using two invariants:(� � �)-invariant: there exists at least one (P;K)-approximation to sponge-set that does not extend fartherthan (���)jnyjjnj in the direction of n (for all vertices q in the approximation, (q� p) � n < (� � �)jnyj);(� + �)-invariant: there exists at least one (P;K)-approximation to sponge-set that extends at least (���)jnyjjnj ,but no farther than (�+�)jnyjjnj , in the direction of n.The proof of correctness is as follows.� The �rst invariant clearly holds for the empty set.� If the �rst invariant holds for sponge-set, then the second invariant holds when square hl2ivl2jhl2i+1vl2j+1is added to sponge-set. The (P;K)-approximation implied by the �rst invariant does not intersect thesquare bounded by the lines x = px, y = py + � � �, x = px + �, and y = py + �, because thissquare lies at least (���)jny jjnj in the direction of n and no farther than (�+�)jnyjjnj . But this square is a(P;K)-approximation to the square hl2ivl2jhl2i+1vl2j+1, so the second invariant is satis�ed.� If the sponge-set satis�es the second invariant but fails to be a (p;n)-sponge, it must be true that notall (P;K)-approximations have a vertex lying (���)jnyjjnj in the direction of n. In other words, the �rstinvariant holds.The proof of termination is as follows. Each time around the inner loop, the second invariant implies thatthere exists at least one (P;K)-approximation to sponge-set. If the algorithm terminates without concludingthat sponge-set is a (p;n)-sponge, then there are 26K+2 squares in sponge-set. But this set is too large tohave a valid (P;K)-approximation. To see why, consider that there are only 23K possible approximationseach for the set of horizontal and for the set of vertical lines. Therefore only, 26K points in the plane areeligible to be vertices of polygons in the (P;K)-approximation. A set of 26K+2 disjoint polygons needs morevertices than that.It remains for us to verify that each point of every (P;K)-approximation to the sponge lies within the squareof width 6� centered at p. Let ax + by = c be a line where a2 + b2 = 1. Let a0x + b0y = c0 be a (P;K)-approximation to that line, and let hX;Y i be a point on the latter line inside the unit square centered atthe origin. How far can this point lie from the original line? We know that,jaX + bY � cj � ja0X + b0Y � c0j+ j(a� a0)X j+ j(b� b0)Y j+ j(c� c0)j � 0 + � + � + � = 3�:Since each vertex in the (P;K)-approximation to the sponge lies on a (P;K)-approximation to a verticalline and a horizontal line through p, each vertex lies within the desired square.9



3.1.2 SlidersThis section de�nes a slider, which is a component that can transmit \information" from a terminal p1 toanother terminal p2. Sliders will be used below to construct transmission lines, which transmit colors amongvertices. As depicted in Figure 4 (Figure 4 is foreshortened),1 a p1p2-slider is a hexagon with two spongesinside. The hexagon has the form of a long shaft with a right triangular \speartip" at each end. The lengthof the shaft is arbitrary, and it is chosen so that the hexagon has the following properties:� the slider covers neither terminal p1 nor p2 and lies at least � distant from each terminal;� every (P;K)-approximation to the slider covers at least one of the terminals;� there exists at least one (P;K)-approximation that covers p1 but not p2, and at least one that coversp2 but not p1.In other words, if we push on one terminal, the slider pushes on the other terminal.Intuitively, the slider is a computational device that ampli�es the expansion of the slider's sponges under(P;K)-approximation. Ampli�cation is achieved through the use of speartips with a high aspect ratio, onepart in eight in this case (Figure 4 is foreshortened). Displacing either the hypotenuse or the longer legparallel to itself by � has the e�ect of displacing their intersection by 8� in the x-direction. Initially, theshorter legs have length about 4� and the longer legs, about 32�. In any (P;K)-approximation, the spongesforce each hypotenuse to be displaced parallel to itself by about �, causing the spearheads to extend aboutan additional 8� to cover the terminals as shown in Figure 5. However, the shaft can be displaced upwardby �, restoring the right spearhead to its original length and uncovering p2, as shown in Figure 6, or theshaft can be displaced downward to uncover p1. Because of the length chosen for the shaft, it is not possibleto uncover both terminals at the same time.Let us �rst de�ne the slider for p1 = h��; 0i and p2 = h�; 0i; generalization is straightforward. For simplicity,we shall assume that � is an integral multiple of �. Since there must be room for both sponges to expandsimultaneously in the horizontal direction by 3�, the tip length is about 32�, and the distance from thetip point to terminal must be at least �. Thus, � must be at least 36�. To allow for the necessary spaceto position the sponges properly, we require that � � 38�. The six lines, as labeled in Figure 4, have thefollowing equations: line(1) 0 x + �1 y = �(2) 18 x + 1 y = ��2�8 + �(3) �1 x + 0 y = ��+ 34� + �(4) 0 x + 1 y = �(5) � 18 x + �1 y = ��2�8 + �(6) 1 x + 0 y = ��+ 34� + �The sponge in the uppermost corner of the hexagon is a (h� � 34�; 4�i;n)-sponge, and the one in thelowermost corner is a (h��+ 34�;�4�i;�n)-sponge, with n = h 18 ; 1i.Assuming that the lines and their (P;K)-approximations are parallel, we can easily verify that the sliderhas the desired properties. The sponges expand by � (actually p64=65�, the amount required to shift line(2) vertically by a distance �) in the desired direction and expand by no more than 3� horizontally andvertically. Because the spearheads have height 4� initially, the vertical expansion will not interfere with themotion of the shaft. Without loss of generality, we always choose the shaft to have length greater than 6�,and thus the horizontal displacement cannot eliminate the shaft.We claim that any change in orientation of the lines has negligible e�ect for the length of sliders we willconsider, a few hundred � at most. The magnitude of the slope of line (2) is 18=1. Approximation can increase1In this and all other �gures, dimensions are considered to be accurate within a small multiple of �. Thus 3� � 4� is labeledas 3�. The correct line equations are given in the text. 10
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at the origin. It is bounded by the lines,line(1) �1 x + 0 y = �64�(2) � 132 x + 1 y = �4� + �(3) � 132 x + �1 y = 12� + �(4) 1 x + 0 y = �64� + �(5) 132 x + �1 y = 4� + �(6) 132 x + 1 y = 4� + �(7) 1 x + 0 y = �64� + �(8) � 132 x + 1 y = 12� + �(9) � 132 x + �1 y = �4� + �Wedged in the uppermost and lowermost corners are two sponges|a (h�64�; 10�i; h� 132 ; 1i)-sponge and a(h�64�;�10�i; h� 132 ;�1i)-sponge, respectively|which displace lines (8) and (3) outwards and parallel tothemselves by about � in each (P;K)-approximation. To keep lines (2), (5), (6), and (9) from moving morethan � inwards, we add two more sponges: a (h�64�; 4�i; h 132 ; 1i)-sponge and a (h�64�;�4�i; h 132 ;�1i)-sponge. Now, suppose that we push on u2 (i.e., some other polygon covers u2). Since lines (6) and (9) areprevented from moving inwards, they must move outward so that the intersection of (the approximationsof) lines (8) and (9) lies to the right of u2. This then causes the intersection of (the approximations of) lines(5) and (6) to move to the right of w2, pushing on w2. By analogous reasoning, if we also push on v2, line(5) will also be forced to move outward, moving the intersection of lines (5) and (6) still farther rightward,pushing on w4. Similar arguments can be used to show that the desired behavior can be obtained for theother combinations of inputs.To make the adder perform as described, the terminals must be placed appropriately. This requires consider-ation both of the geometry of the adder itself and of the way it will be integrated into higher-level \circuits."We shall see in the next section that u2 and v2 must be placed su�ciently far to the left of the intersectionsof lines (8) and (9) and lines (2) and (3), respectively, so that they can be covered by slider tips; it su�cesto shift u2 and v2 left by 2�. Terminals u1 and v1 are placed 16� to the left of the intersections of lines (8)and (9) and lines (2) and (3), respectively. To compensate for shifting u2 and v2, w2 is shifted 3� to theleft of the intersection of lines (5) and (6). The coordinates of the control points are:u1 = h �144�; 8� i;u2 = h �130�; 8� i;v1 = h �144�; �8� i;v2 = h �130�; �8� i;w2 = h 125�; 0 i;w4 = h 155�; 0 i:Centering the adder at some point other than the origin is accomplished as with sliders.3.2 SSI LevelThe device-level components described in Section 3.1 are integrated into higher level components by placinghorizontal and vertical devices so that they share a common terminal. Since a terminal can be covered byonly one device at a time (since polygons are not permitted to intersect), a terminal can have three logicvalues, denoted as 0, h, or v, depending on whether no device, a horizontal device, or a vertical device iscovering it.The top row of Figure 8 shows symbols used in SSI diagrams for sliders and adders. The output of each ofthese devices can be duplicated by placing extra terminals appropriately. This is illustrated on the bottomrow of Figure 8: an extra terminal p3 is placed 3� to the right of p2 and an extra terminal is placed 3� tothe left of each of the original control points w2 and w4. The speci�cations given in Sections 3.1.2 and 3.1.3are designed to permit these extra terminals. 13
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Figure 9: Transmission Line3.2.1 Transmission LinesFigure 9 depicts a transmission line, which consists of a string of horizontal and vertical sliders sharingcommon control points. If the value of p1 is 0, then p2 must have value h, p3 must have value v, p4 musthave value h, and so on. Thus asserting a zero value for p1 transmits information over the line. Transmissionlines have no \tensile strength," however; if p1 is h, we can conclude nothing about the other values; forexample, p2 can take on any of the three logic values. The MSI symbol for a transmission line is a sequenceof alternating horizontal and vertical line segments, like the ones shown on the right side of Figure 9.3.2.2 AND GatesFigure 10 illustrates the SSI implementation of an AND gate and its MSI symbol. Pushing on p1 and p2causes the gate to push on p3. In fact, the gate is symmetric with respect to its three terminals: pushingon any two causes the gate to push on the third. In other words, any (P;K)-approximation of an AND gatemust cover at least one and at most two of its terminals.3.2.3 Splitter-InvertersFigure 11 illustrates the SSI implementation of a splitter and its MSI symbol. Pushing on p1 causes thiscomponent to push on p2 and p3, thus duplicating its input.If we think of p2 as the input, then pushing on p2 has the e�ect of freeing p3 to be pushed on. Since wecannot actually pull on a terminal, this is close as we can come to an inverter.14
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Figure 12: Crossing Two Transmission Lines3.3 MSI: Transmission Line CrossingEven though we will be implementing a planar graph at the LSI level, transmitting color information amongvertices requires transmission lines to cross. Figure 12 illustrates the MSI implementation of a transmissionline crossing and its LSI symbol. A crossing consists of three adders, two splitter-inverters, and a numberof transmission lines. We now show that if we push on p1, the crossing pushes on p4; independently, ifwe push on p2, the crossing pushes on p3. Let A be the �rst input of the left adder, and let B be itssecond input. If we push on p1, A = 1; otherwise A = 0. Similarly for p2 and B. The left adder computesA + B: it pushes on w2 if either is one, and it pushes on w4 if both are one. The upper adder computesA+A+B = 1�A+A+B = 1+B, which depends on B only. Similarly, the lower adder computes 1+A.3.4 LSI: Implementing a GraphEach vertex in V is represented by an AND gate surrounded by circuitry required to transmit its state toother vertices. It follows from the de�nition of the logical AND that an AND gate must cover at least oneof its three terminals. Let us label its terminals R, B, and G. If the gate covers terminal R, the vertex iscolored red; if it covers B but not R, its color is blue; else it covers only G, and it is green. Informationabout the color of a vertex is transmitted to neighboring vertices by three transmission lines. For example,if a vertex is blue, it pushes on the transmission line leading out of the B terminal. Since it is not possibleto push on both ends of a transmission line simultaneously, none of the neighboring vertices can be blue.Figure 13 illustrates the LSI implementation of two neighboring vertices of a graph. Nine splitters and ninecrossings su�ce to transmit information about a vertex's color in four directions (remember, this graph hasdegree four).We now argue that P and K can be chosen so that the appropriate vertices and transmission lines can beconstructed to simulate any graph G. Recall that the algorithm of Tamassia and Tollis [11] can be usedto embed G in a cV � cV grid, for some constant c. For some constants k1 and k2, the \circuitry" for avertex takes no more space than k1� � k1�, and the \circuitry" for a transmission line is no wider than16
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Figure 13: Implementation of Graphk2�. In total, the width of the embedding is max(k1; k2)�cV , which must be less than unity. Therefore,� = min(2�20; (max(k1; k2)cV )�1), since, from Section 3.1.2, � < 2�20. The value of � must be small enoughthat the addition of � to line coe�cients has a negligible e�ect. Setting � = 2�20� easily su�ces. This leadsto P = d� log �e and K = d� log �=�e = 20.In summary, we point out that before any rounding, none of the terminals is covered by any slider. If a valid(P;K)-approximation exists, the set of covering choices for the slider terminals corresponds to a choice ofcolors. Thus, an approximation exists if and only if a coloring exists.4 Generalization to PolyhedraWith suitable generalizations of the de�nitions, Theorem 1 also applies to sets of simple polyhedra. To seethis, observe that if it did not, membership in the language of sets of simple polygons could be determinedby \thickening" polygons into polyhedra in the z-direction.In particular, we replace each line ax + by = c by the plane ax + by = c. This replacement transformseach simple polygon into an in�nite cylinder in the z-direction. To make each cylinder �nite, we terminateit at the plane z = 1 and the plane z = �1. If a set of simple polygons has a (P;K)-approximation,then the resulting set of cylinders has a (P;K)-approximation: simply convert each polygon in the planar(P;K)-approximation into a cylinder. Conversely, if the set of cylinders has a (P;K)-approximation, thenwe can generate a (P;K)-approximation to the original set of polygons by taking the cross-section z = 0.Thus, the set of polygons has a (P;K)-approximation if and only if the corresponding set of cylinders has a(P;K)-approximation. Therefore, the polyhedral rounding problem is NP-hard.To show that the polyhedral rounding problem is in NP, we have to be able to check a potential (P;K)-approximation in polynomial time. Even using naive methods, it requires no more that O(n3) time to verifythat a set of polyhedra are simple and to determine the nesting relationship. Comparing the forest of nestingrelationships with the original set of polyhedra can be done in O(n) time.
17
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Figure 14: Polygon Rounding Based on Shortest Paths5 Approximation MethodsSince �nding a (P;K)-approximation to a set of simple polygons is NP-complete, it is important to considerapproximate methods. This section describes several approaches. An obvious approach, which was discussedin Section 1, is to avoid the need to round a set of polygons. The object reconstruction technique roundsindividual geometric elements independently and then computes a new combinatorial structure. The otherapproach discussed is to compose and then round the transformation, not the transformed set of polygons.Probabilistic methods seem more promising. Clearly, the sets of simple polygons generated by the reduction,particularly the sponges, are not typical. If we could de�ne a natural distribution on sets of simple polygons,we might create techniques that work well on this distribution.Another good approximation, discussed elsewhere [8], is to replace each edge of a polygon with the shortestpolygonal path that has nearly the same combinatorial relationship with every edge. By \nearly" we meanthat some vertices may end up on a path that did not lie on an edge. This process is illustrated in Figure14, in which edge AB becomes path ACDB.6 ConclusionWe have shown that to round polygons and polyhedra while preserving combinatorial structure is a di�cultproblem. We have not shown, however, that rotation with limited precision growth is necessarily di�cult,because this would require showing that the polygon used in the reduction can result from the rotation ofa P -bit set of simple polygons. However, we have shown that one cannot solve the problem of rotations bysolving the general problem of rounding. Any technique for rotation must either increase the number of bitsrequired to represent each coe�cient, or it must change the combinatorial structure, or it must exploit thefact that the output polygons or polyhedra result from a rotation. A technique based on the third approachmay exist, but it will not generalize to other operations that require rounding.References[1] Jon L. Bentley and Thomas Ottmann. Algorithms for Reporting and Counting Geometric Intersections.IEEE Transactions on Computing, Vol. C29, 1230-1234, 1972.[2] David Dobkin, Leonidas Guibas, John Hershberger, and Jack Snoeyink. An E�cient Algorithm for Find-ing the CSG Representation of a Simple Polygon. SIGGRAPH'88 Conference Proceedings, ComputerGraphics, Vol. 22, No. 4, 31-40, August 1988.[3] H.S.M. Coxeter. Introduction to Geometry, John Wiley & Sons, New York, 1969.18
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