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In this paper we describe a code generator prototype that uses parameterized task graphs (PTGs) as an intermediate model and generates a multithreaded code. A PTG is a compact and a problem size independent representation of some task graphs found in scientific programs. We show how, with this model, we can generate a parallel program that is scalable (it is able to execute million of tasks) and generic (it works for all parameter values).

1 Introduction

In the literature a lot of work exists to help programmers write parallel programs. Various approaches have been taken such as: data parallelism language with directives (HPF 1); linear algebra libraries (ScaLAPACK 2); communication libraries (MPI 3); shared memory programming environments (such as Athapascan-1 4); compilers for automatic parallelization (for example SUIF 5) or lastly, task parallelism languages (for example Pyrros 6). Our work is an intermediate approach between the last two. In this paper we show how to automatically generate a program when modeled by a task graph.

Parallel compilers 5,7,8 are, in general, based on a fine grain representation of the program. Most of the time this implies that communication and computation are considered as unitary. Fine grain analysis implies also that all instructions are modeled. Our work is based on a coarse grain representation of the program: instructions are grouped into tasks. We do not make any assumptions about the duration of communications nor about the duration of the tasks. Furthermore, since there are always fewer tasks than instructions the modelization of a program is less complex.

A lot of tools have been developed for generating code from a task graph. This is the case for Pyrros 6, Hypertool 9 or CASCH 10. They all work in the same way. (1) they extract a task graph from a program, (2) they schedule the task graph using various scheduling algorithms, (3) they build a program that executes the found schedule. This approach has two major drawbacks. First, the task graph can be built only when the parameters of the input
program are instantiated. Hence, it is required to recompute the schedule and regenerate the program each time the parameter values change. Second, the size of the task graph depends on the parameter values of the program. Hence, this method does not work for large parameter values. Indeed, when the parameter values are too large, the task graph becomes too large to be stored in memory and scheduled (in general these tools are not able to schedule task graphs containing more than a thousand tasks).

The main contribution of this paper is that we show how to overcome these two drawbacks for some programs found in scientific applications. We have designed a code generator prototype based on an intermediate model called the parameterized task graph (PTG). This model is a symbolic representation of task graphs. It requires a small amount of memory to be stored because it is independent of parameter values. Thus, we can generate a parallel program that works for all parameter values and that is able to execute million of tasks. Our runtime system executes tasks in a multithreaded fashion for computation/communication overlapping and time sharing execution.

2 Background

2.1 The Parameterized Task Graph

A parameterized task graph (PTG) is a compact representation of some task graphs that can be found in scientific applications. It has been introduced by Cosnard and Loi in\textsuperscript{11,12} to build automatically task graphs. It uses parameters therefore its size is independent of the problem size. It is composed of three parts: a set of communication rules, a set of generic tasks and a cost function of each task. In the code, generic tasks are enclosed by keywords \texttt{task} and \texttt{endtask}. The cost function gives, for each instance of a task, the number of operations performed by the task. Communication rules symbolically describe communications between tasks.

It is out of the scope of this paper to describe the PTG model more precisely. For more details refer to:\textsuperscript{11,12,13,14}.

2.2 A Line of Semi-Automatic Parallelization

We have designed\textsuperscript{15} a line of semi-automatic parallelization. It starts from a sequential program written in a FORTRAN-like language annotated with \texttt{task} and \texttt{endtask} delimiters that partition the program into sequential tasks.
The program must have a static control\textsuperscript{16}. This means that all the array subscripts and loop bounds must be affine functions of the program parameters and enclosing loop indices. For-loops are the only control structure allowed and all the instructions must be assignments.

The first step of our line is to derive the parameterized task graph. This part is done by the PlusPyr tool\textsuperscript{12}. Since PlusPyr is only able to treat static control program, our approach is suitable for regular and static computation only. The second step of the line consists in finding a symbolic allocation of the tasks. This means that we build a function that tells on which processor the instance of a task will be executed. Our algorithm\textsuperscript{17,13}, called SLC (Symbolic Linear Clustering) guarantee that, for any parameter values, the allocation is a linear clustering. A linear clustering is a set of disjoint paths of the instantiated task graph. The advantage of building a linear clustering is that it reduces unnecessary communications while preserving parallelism\textsuperscript{18}. The last step of the line is the code generation and is described in this paper.

3 Overview of the Method

Execution of the tasks follows the macro-dataflow model: each task first, receives data, second executes the code and finally sends data. In order to avoid global management of data, data that are used by a task are stored within this task.

We use a multithreaded runtime system for executing tasks. This means that each task is going to be executed by a thread. We use a thread library called PM2\textsuperscript{19}. It uses Light Remote Procedure Call (LRPC) for transmitting data between processes. Sending messages with LRPC works as follows: when process $P$ needs to transmit data to process $P'$ it calls a procedure on process $P'$. This procedure is executed by a thread and manages the data transmitted as parameters.

The multithreaded approach allows communication/computation overlapping because the sender is not blocked during data transmission. Moreover, using LRPC allows a fully asynchronous transmission of messages. The receiver does not wait for data: a thread is launched each time a new message arrives.

**Message reception:** when a task sends a data it calls (with an LRPC) a receiving procedure that stores data within the corresponding task. It manages two sets: A set of *waiting tasks* which are the tasks that have already received messages but are waiting for other one(s). A set of *ready tasks* which are the tasks that have received all their messages and are ready to be executed.

**Task execution:** the number of threads that execute tasks is fixed at the
beginning of the execution. Each thread takes a ready task execute this task and send the data using communication rules. If the ready task set is empty it blocks until a task becomes ready. Concurrent access to the ready task set is managed with a semaphore. For executing a task, the thread calls the procedure that contains the task code. Parameters of this procedure are the data that have been sent to the task.

Sending messages: for sending a message a thread checks the communication rules set and determine which rule(s) have to be executed. The data are copied to a buffer and sent to the receiving process (We will see in the optimization section how to avoid the copying of data when possible).

4 The Parallel Program

4.1 Communication Rule Analysis

First, we determine if an communication rule describes a point – to – point communication or a broadcast. Second, we analyze communication rules to determine which data are transmitted by a task. Third, we determine, for each transmitted data, if this data is read and/or written. Once this is done we are able to determine the memory location required for storing data within tasks.

4.2 Static Part

There are some parts of the program that do not depend on the input sequential program, such has the receiving procedures that store data within tasks, data structure management procedures, etc...

4.3 Generated Part

The code generation is done after the analysis of the rules and a simple analysis of the source program. We describe here the different parts of the code that depend on the source program.

Task code: first, we “functionalize” the tasks. Functionalization is the opposite of inlining, a well-known optimization feature of compilers. This means that we decompose the sequential program in functions. Each function being a task. Parameters of these function are the accessed data of the corresponding task.

Allocation and deallocation task functions: a task is created when it receives data for the first time. When data has finished its execution all these informations are freed.
Packing data: For each rule we generate a code that extracts the data described by this rule within the sending task and build the message.

Unpacking data: when a message arrives, the data is to be stored within the receiving task. For each reception rule we generate a code that copies the input buffer into the attached data.

5 Optimizations

In order to generate an efficient parallel program, optimizations are necessary. Our code generator performs two types of optimizations. The first type concerns the code speed, the second type concerns memory utilization.

Merging rules: some communication rules describe the transmission of contiguous data. Sometimes it is possible to merge these rules into one rule that send the union of the two data.

Use of global communications: when a message is a broadcast, we send only one message per node that executes some of the receiving tasks.

Merging messages: when a task generates two different messages for the same receiving task, this messages are merged before sending.

Transmission of data on the same node: We have optimized packing and unpacking of data in order to avoid the creation of temporary buffers. The data is directly copied from the sending task to the receiving task.

Pointer transmission of data: In order to avoid data copy, we have optimized the reception of broadcasts: when possible, each receiving task of the same node points to the same data. When all tasks have finished using this data, it is freed from memory.

6 Results

We have run generated programs on a 16 nodes IBM SP2 and a cluster of 14 Motorola PowerPC (The POM: Pile Of Motorola) linked with BIP [20]. Since we obtain similar performances we only show the results for the POM cluster.

6.1 Speedup Results

Fig. 1 shows speedup results for the POM for the Gaussian Elimination and the Jordan Diagonalization. The linear clusters built by SLC are mapped on the physical processor in a cyclic fashion\(^a\). The matrix sizes are between 1000 and 4000. The baseline of the speedup is a straightforward C translation of

\(^a\)The way clusters are mapped on the processor is fixed at the beginning of execution. The user has four choices: cyclic, &oc; bloc-cyclic or reflect
the original sequential code. For the Gaussian elimination with matrix size 4000 the program executes more than 8 million of tasks and checks more than 16 million of edges. We obtain a speedup of more than 12.28 on 16 processors.

Results for the Jordan Diagonalization are not as good as for the Gaussian Elimination because the Jordan Diagonalization algorithm has more communication.

6.2 Timing Different Parts of the Program

Fig. 2 shows the proportion of the duration of each part of the Gaussian Elimination program for N=2000 on the POM. Results show that the time proportion in executing tasks decreases as the number of processors increases. On the other hand the time proportion for selecting ready task increases as the number of processor increases.

This is due to the fact that, for a constant problem size, threads have fewer task to execute when processor number increases: they spend more time blocked, waiting for ready tasks.

\textbf{Figure 1. Speedup results for some compute intensive kernels}
6.3 Remark

It has not been possible to compare these results with those obtained by static scheduling tools. Indeed, due to memory constraint static scheduling tools are not able to schedule task graphs larger than a thousand task. However we have shown, in our previous work 13, that SLC obtains similar performances than very good static scheduling algorithm, for small task graphs.

7 Conclusion

In this paper we have described the back-end of a complete line of semi-automatic parallelization based on coarse grain decomposition of the program. Our contribution is the following. We use the parametrized task graph as an intermediate model, hence the generated code works for all parameter values. The parallel program executes the symbolic allocation found by SLC, hence this allows to execute a very large program. Indeed, (1) the allocation does not depend of the parameter values, (2) computing the processor where to execute a task takes a constant time and memory size. We are able to execute task graph containing million of tasks and edges. In order to obtain performances, we have described various optimization features. We have demonstrated that multithreading is well suited for task computation.

Our future works are directed towards the automatic placement of task delimiters. This is the only part that is not automatic in the proposed line. We also would like to extend the input language in order to treat more sophisticated program and extend the class of program that can be automatically parallelized.
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