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#### Abstract

We focus in this paper on the problem of adding computer-generated objects in video sequences. A twostage robust statistical method is used for computing the pose from model-image correspondences of tracked curves. This method is able to give a correct estimate of the pose even when tracking errors occur. However, if we want to add virtual objects in a scene area which does not contain (or contains few) model features, the reprojection error in this area is likely to be large. In order to improve the accuracy of the viewpoint, we use 2D keypoints that can be easily matched in two consecutive images. As the relationship between two matched points is a function of the camera motion, the viewpoint can be improved by minimizing a cost function which encompasses the reprojection error as well as the matching error between two frames. The reliability of the system is shown on an encrustation of a virtual car in a sequence of the Stanislas square.


## 1 Introduction

Augmented Reality (AR) is an effective mean for utilizing and exploiting the potential of computer-based information and databases. In augmented reality, the computer provides additional information that enhance or augment the real world, rather than replacing it with a completely virtual environment. In contrast to virtual reality, where the user is immersed in a completely computer-generated world, AR allows the user to interact with the real world in a natural way. This explains why interest in AR has substantially increased in the past few years and medical, manufacturing or urban planning applications have been developed [3, 5, 23].

We focus in this paper on the problem of adding computer-generated objects (also called virtual objects) in video sequences. This is one of the key points for numerous AR applications: for instance, suppose we want to assess the potential impact of a new construction in its final setting; visualizing the architectural project on a video of the environment allows designers to test several architectural projects on computer simulations alone. Special effects in movies also require such a composition process.

In order to make AR systems effective, the computer generated objects and the real scene must be combined seamlessly so that the virtual objects align well with the real ones. It is therefore essential to determine accurately the location and the optical properties of the cameras. The registration task must be achieved with special care because the human visual system is very good at detecting even small misregistrations. Realistic merging of virtual and real objects also requires that objects behave in a physical plausible manner in the environment: they can be occluded by objects in the scene, they are shadowed by other objects...

In this paper, we only focus on the registration problem because it is one of the most basic challenge in augmented reality. But we have proposed some preliminary solutions to the occlusion problem in [2].

Registration problems can be solved by using either algorithmic solutions or sensor-based solutions. For instance, position sensors (as Polhemus sensors) can be used to locate the camera (or the viewer) [21]. Easily detectable landmarks placed in the scene can also be used to make the registration process easier [5]. However, instrumenting the real world is not always possible, especially for vast or outdoor environments. Thus, visionbased object registration is an interesting and cheaper approach that leaves the environment unmodified.

In our approach, we assume that the camera has been calibrated previously. This means that the internal characteristics of the camera (focal length and optical centre) have been previously computed using a calibration target [7]. Thus, the registration problem amounts to compute the location (or the viewpoint) of the camera.

Pose recovery has been extensively studied in the past few years. Two broad classes of methods can be distinguished: the most classical one uses object-based registration; this means that 3D knowledge is needed to compute the pose from image/model correspondences. Such methods minimize the reprojection error of the
models features in the image. Hence, one of the limitations of this method originates in the spatial distribution of the model points: the reprojection error is likely to be large far from the 3D features used for the viewpoint computation.

The other alternative is basically 2D: if the projection of a sufficient number of points is observed from different positions, the camera pose can be recovered as well as the 3D location of the points up to a scale factor [6, 22]. Unfortunately, these approaches turn out to be very sensitive to inaccuracies in 2D feature measurements.

Our approach encompasses the strength of these two methods: the classical viewpoint computation from 3D2 D correspondences is utilized to compute a first approximation of the viewpoint. Then, automatic extracting and matching of key-points between two consecutive views allow us to refine the viewpoint computation. As a result, viewpoint computation can be achieved through the sequence at the expense of minimal 3D knowledge on the scene.

Our system stands out from previous works on the following ground:

- Minimal interaction with the user: the user is only requested to point out four points and their 3D counterparts in the first image of the sequence. The 2D features corresponding to the visible model features are then automatically determined and tracked in the sequence (the tracking tool we use is described in [1]). The pose is then computed from their correspondences with the 3D model.
- Model features: Since the world around us is not piecewise-planar, the significant features that can be extracted in an image are often curved contours, especially if we consider outdoor environments. One of the strength of our pose algorithm is to handle points, lines and curves correspondences for pose computation.
- Robustness: It is well known that false 3D-2D matches (outliers) can have a large effect on the resulting pose. We have therefore developed a robust statistical method to compute the pose from the matching induced by the tracking process. Our approach has some common points with [17]. They also use robust methods for pose computation after the tracking stage. But they only consider point features, whereas we consider points, lines or curved features.
- Accounting for interest points correspondences Mixing 3D-2D correspondences in an image and 2D-2D correspondences between two consecutive frames allows us to compute the viewpoint accurately. Unlike model-based methods which require a large number of 3 D features to give precise results, our mixing method only needs little 3D knowledge on the scene.

The paper begins with the explanation of our robust algorithm for viewpoint computation from 3D-2D correspondences, including results on various augmented reality applications. Section 3 describes how the viewpoint computation can be dramatically improved using key-points correspondences. Finally, we show results demonstrating the accuracy of pose estimation.

## 2 Robust pose computation from various features

Once the model/image correspondences have been established in the first frame, they are generally maintained during tracking. Unfortunately, tracking errors will sometimes result in a model feature being matched to an erroneous image feature. Even a single such outlier can have a large effect on the resulting pose. For point features, robust approaches allow the point to be categorized as outlier or not [10]. When curved features are considered, the problem is not so simple, as some parts of the 2D curves can perfectly match the 3D model whereas other parts can be erroneously matched. While numerous papers are dedicated to pose estimation from points or lines $[4,9,14]$, only few papers have been devoted to the 3D-2D registration of curves $[8,13]$. However, these papers are not concerned with possible matching errors. The details of our robust pose computation algorithm (RPC) are given in this section. Emphasis is put on the robustness of the computation. First we address the problem of points correspondences; the much more difficult case of curves correspondences is then considered.

### 2.1 Pose computation from point correspondences

The problem consists in finding the rotation $\mathbf{R}$ and the translation $\mathbf{t}$ which map the world coordinate system to the camera coordinate system. Therefore, if the intrinsic parameters of the camera are known (they can be determined by a calibration process [7]), we have to determine 6 parameters (three for $\mathbf{R}$ and three for $\mathbf{t}$ ), denoted by vector $\mathbf{p}$.

We suppose we know the 3D points $M_{i\{1 \leq i \leq n\}}$ and their corresponding points $m_{i\{1 \leq i \leq n\}}$ in the image. Computing the viewpoint amounts to find $\mathbf{R}, \mathbf{t}$ which minimize the re-projection error:

$$
\sum_{i=1}^{n} r_{i}^{2}=\sum_{i=1}^{n} \operatorname{Dist}\left(m_{i}, \operatorname{Proj}\left(M_{i}\right)\right)
$$

Unfortunately the least-square estimator is not robust against false matches, because the larger the residual $r_{i}$ is, the larger is its influence on the final estimate.

In order to reduce the influence of the feature outliers, that is features whose residual is relatively large when the correct pose has been found, statisticians have suggested many different robust estimators. Among them, the two most popular are the M-estimators and the least median-of-squares (LMS) method, which have been used in many computer vision problems [10, 14, 24].

The LMS technique, suggested by Rousseeuw and Leroy [18], consists of minimizing the median of the squared residuals:

$$
\begin{equation*}
\min _{\mathbf{p}} \operatorname{med}_{i} r_{i}^{2}, \tag{1}
\end{equation*}
$$

where $\operatorname{med}_{i} x_{i}=x_{[n / 2]}$ if $x_{1} \leq x_{2} \leq x_{n}$.
Minimizing the median ignores the errors of the largest ranked half of the data elements. Thus, this method is able to handle data sets which contain less than $50 \%$ outliers. However, as only a part of the data is considered, the LMS is not very accurate. Moreover, such an estimation is cost expensive because LMS cannot be reduced to a straightforward formula.

We therefore prefer to use the $M$-estimation technique, developed by Huber [12], which minimizes the sum of a function of the residuals:

$$
\begin{equation*}
\min _{\mathbf{p}} \sum_{i=1}^{n} \rho\left(r_{i}\right), \tag{2}
\end{equation*}
$$

where $\rho$ is a continuous, symmetric function with minimum value at zero. Its derivative $\psi(x)$ is called the influence function because it occurs as a weighting function in optimization (2). These functions are very efficient, but are not suited to cases where the presence of outliers in the data is too large (experimentally, it must be kept below approximately $20 \%$ ). Table 1 lists three commonly used $\rho$ functions and their derivative. Among these estimators, some are more restrictive than others: when Tukey's influence function is null for residuals larger than a threshold $c$, Cauchy's remains larger than zero while decreasing, whereas Huber's remains constant, equal to $c$. We therefore prefer to use Tukey's function, which is restrictive enough to suppress the influence of outliers, but which takes all the data into consideration (by contrast with LMS).

Minimization (2) can be performed by standard techniques using an initial estimate of $\mathbf{p}$ : a very simple approach like Powell's method [16] proved to be sufficient in our case, and relatively fast to compute (for temporal registration, the initial estimate of $\mathbf{p}$ is the pose computed for the previous frame).

| type | $\rho(x)$ | $\psi(x)$ | graph of $\psi(x)$ |
| :---: | :---: | :---: | :---: |
| Meansquares | $x^{2} / 2$ | $x$ |  |
| Huber $\left\{\begin{array}{l}\text { if }\|x\| \leq c \\ \text { if }\|x\|>c\end{array}\right.$ | $\left\{\begin{array}{l} x^{2} / 2 \\ c(\|x\|-c / 2) \end{array}\right.$ | $\left\{\begin{array}{l} x \\ c * \operatorname{sgn}(x) \end{array}\right.$ |  |
| Cauchy | $\frac{c^{2}}{2} \log \left(1+\left(\frac{x}{c}\right)^{2}\right)$ | $\frac{x}{1+\left(\frac{x}{c}\right)^{2}}$ |  |
| Tukey $\left\{\begin{array}{l}\text { if }\|x\| \leq c \\ \text { if }\|x\|>c\end{array}\right.$ | $\left\{\begin{array}{l}\frac{c^{2}}{6}\left[1-\left(1-\left(\frac{x}{c}\right)^{2}\right)^{3}\right] \\ c^{2} / 6\end{array}\right.$ | $\left\{\begin{array}{l}x\left(1-\left(\frac{x}{c}\right)^{2}\right)^{2} \\ 0\end{array}\right.$ |  |

Table 1: A few commonly used M-estimators.

### 2.2 Computing viewpoint from curve correspondences

This problem is much more difficult because point-to-point correspondences between the 3D curves and the corresponding 2D curves are not available. Let:

- $C_{i}$ be a 3D curve, described by the chain of 3D points $\left\{M_{i, j}\right\}_{1 \leq j \leq l_{i}}$ (note that $C_{i}$ can be any 3D feature, including points and lines),
- $c_{i}$ be the projection of $C_{i}$ in the image plane, described by the chain of 2 D points $\left\{m_{i, j}\right\}_{1 \leq j \leq l_{i}}$, where $m_{i, j}=\operatorname{Proj}\left(\mathbf{R} M_{i, j}+\mathbf{t}\right)(\operatorname{Proj}$ denoting the projection of a 3 D point in the image plane),
- $c_{i}^{\prime}$ be the detected curve (tracked curve) corresponding to $C_{i}$, described by the chain of 2 D points $\left\{m_{i, j}^{\prime}\right\}_{1 \leq j \leq l_{i}^{\prime}}$.

A simple solution would be to perform a one-stage minimization

$$
\begin{equation*}
\min _{\mathbf{p}} \sum_{i, j} \rho\left(d_{i, j}\right) \tag{3}
\end{equation*}
$$

where $d_{i, j}=\operatorname{Dist}\left(m_{i, j}^{\prime}, c_{i}\right)$ (Dist being a function which approximates the Euclidean distance from a point to a contour) and $\rho$ is a positive, symmetric function, used to reduce the influence of erroneous parts.

Unfortunately, this method is unsatisfactory because it merges all the features into a set of points, and makes no distinction between local errors (when a feature is only partially well localized), and gross errors (when the position of a feature is completely erroneous). However, these two kinds of errors are not identical, and not treating them separately induces a great loss of robustness and accuracy.

By contrast, we propose to perform a robust estimation in a two-stage process: a local stage, which computes a robust residual for each feature, and a global stage which minimizes a robust function of these residuals. The local stage reduces the influence of erroneous sections of the contours (features 1 and 4 on Figure 1.c), whereas the global stage discards the feature outliers, i.e. contours which are completely erroneous, or which contain too large a portion of erroneous points (feature 5 on Figure 1.c).

## The Local Stage

The aim of this stage is to reduce the influence of erroneous sections of the features: to perform this task, the residual error $r_{i}$ of curve $C_{i}$ is computed by a robust function of the distances $\left\{d_{i, j}\right\}_{1 \leq j \leq l_{i}^{\prime}}$. We could take $r_{i}$ equal to the median of the $\left\{d_{i, j}\right\}$, but once again, this method can lead to a local minimum, where only a part of a projected feature is superimposed on the corresponding 2D feature. That's why we prefer to use the M-estimation technique by taking

$$
\begin{equation*}
r_{i}^{2}=\frac{1}{l_{i}^{\prime}} \sum_{j=1}^{l_{i}^{\prime}} \rho\left(d_{i, j}\right) \tag{4}
\end{equation*}
$$

This estimate must not be too restrictive, for the reason just evoked. We have hence chosen Huber's function for the local stage, which has proved to be a good choice in our experiments.

## The global stage

Once a robust residual has been computed for each feature, the viewpoint is computed in a robust way by minimizing

$$
\min _{\mathbf{p}} \sum_{i=1}^{n} \rho\left(r_{i}\right)
$$

where $\rho$ is the Tukey function.

## Discarding Feature Outliers

The detection of feature outliers can now be performed easily: as they should not have influenced the estimation, their residual must be much larger than the other ones. We therefore only have to compare them with the standard deviation of all the residuals: if $r_{i}>2.5 \hat{\sigma}$ (where $\hat{\sigma}$ is computed in a robust way [14]), then the feature is discarded.

In order to refine the pose, we can now perform a least-square estimation on the retained features ( $r_{i}$ being still given by equation (4)).

The problem of maintaining registration over time (replacing the feature outliers, integrating the new appearing features...) is detailed in [20].


Figure 1: Temporal registration.
(a): Wireframe model of the object to be registered (the bridge) (b): Tracking of image features. White lines correspond to the tracked features, white dashed lines to the projection of their 3D correspondents in the previous frame and black dashed lines to the features not (yet) used. (c): Robust pose computation. Sections for which residuals are greater than $c$ and feature outliers are drawn in black. (d): Re-projection of the model.

## 3 Improving the viewpoint computation

Computing the viewpoint from 2D/3D correspondences allows us to minimize the reprojection error for the model features. Unfortunately, if we want to add virtual objects in a scene area which does not contain (or contains few) model points, the reprojection error in this area is likely to be large. As an example, consider the scene depicted in Fig. 2 in which we want to add a virtual car passing behind the statue (on the right). The viewpoint has been computed from 3D features belonging to the opera (the building in the back of the scene). The epipolar lines for the points drawn in Fig. 2.a are shown in Fig. 2.b: they pass far from the corresponding points. This proves that the viewpoint is not computed with sufficient accuracy. As a consequence, the projection of the virtual object in the scene is likely to be somewhat incorrect. Moreover, occluding objects which stand before the virtual ones will be erroneously reconstructed. Therefore, the occlusions between the virtual objects and the real scene cannot be solved properly which reduces dramatically the realism of the image composition.

In order to improve the accuracy of the viewpoint, we use key-points that can be easily matched in two consecutive images. As the relationship between two matched points is a function of the camera motion and of the intrinsic parameters, the viewpoint can be improved by minimizing a cost function which encompasses the reprojection error as well as the matching error between two frames. Since the key-points do not generally correspond to the model points, the viewpoint computation will be improved through these 2 D correspondences.

Section 3.1 describes the way to extract key-points. Section 3.2 presents the cost function we use to improve the viewpoint. Significant results are shown in section 4.


Figure 2: Epipolar lines corresponding to the points drawn in (a): with the RPC algorithm (b) with the mixing method (c)

### 3.1 Extracting and matching key-points

Key-points (or interest points) are locations in the image where the signal changes two dimensionally: corner, Tjunctions, locations where the texture varies significantly... Approaches for detecting key-points can be broadly divided in two groups: the first group involves first extracting edges and then searching for points having maximum curvature; the second group consists of approaches that work directly on the grey-level image. As the edges are already used in the viewpoint computation, we resort to the second approach that provides us with interesting texture points which are not yet used. We use the approach developed by Harris and Stephens [11]: they use the autocorrelation function of the image to compute a measure which indicates the presence of an interest point. More precisely, the eigenvalues of the matrix

$$
\left[\begin{array}{ll}
I_{x}^{2} & I_{x} I_{y} \\
I_{x} I_{y} & I_{y}^{2}
\end{array}\right]
$$

are the principal curvatures of the auto-correlation function. If these values are high, a key-point is declared.
We still have to match these key-points between two consecutive images. Numerous works use correlation techniques to achieve this task [24]. These methods are well-suited when the motion in the image is roughly a translation but they are unable to cope with rotations and scale changes. That is the reason why we prefer to use the matching approach developed in [19]: each key-point is characterized locally by a vector of differential invariants under the group of displacements. For example, the vector of differential invariants up to second order is

$$
\left[\begin{array}{c}
I \\
I_{x}^{2}+I_{y}^{2} \\
I_{x x} I_{x}^{2}+2 I_{x y} I_{x} I_{y}+I_{y y} I_{y}^{2} \\
I_{x x}+I_{y y} \\
I_{x x}^{2}+2 I_{x y} I_{y x}+I_{y y}^{2}
\end{array}\right] .
$$

The invariance of the vector makes the matching stage easier even in case of important geometric transformations. Moderated scale changes can also be considered. The interested reader can find further details on the computation of the local invariants in [19]. The key-points are then matched according to a measure of similarity between the invariant vectors. Neighbouring constraints are also used to make the matching easier (close key-points must have a similar disparity).

### 3.2 Mixing 3D knowledge and points correspondences

Given the viewpoint $\left[\mathbf{R}_{k}, \mathbf{t}_{k}\right]$ computed in a given frame $k$, we now explain how we compute the viewpoint in the next frame $k+1$ using the 3D model as well as the matched keypoints $\left(q_{1}^{i}, q_{2}^{i}\right)_{1 \leq i \leq m}$. Before describing the cost function to be minimized, we first recall in a little detail the relationships between two matched key-points $m_{1}, m_{2}$ and the two viewpoints $\left[\mathbf{R}_{k}, \mathbf{t}_{k}\right]$ and $\left[\mathbf{R}_{k+1}, \mathbf{t}_{k+1}\right]$. Let $\boldsymbol{\Delta} \mathbf{R}, \boldsymbol{\Delta}$ be the relative displacement of the camera between frame $k$ and $k+1$. Let $A$ be the intrinsic matrix of the camera:

$$
A=\left[\begin{array}{lll}
k_{u} f & 0 & u_{0} \\
0 & k_{v} f & v_{0} \\
0 & 0 & 1
\end{array}\right]
$$

Let $q_{1}$ and $q_{2}$ be the images of a 3D point $M$ on the cameras. Their homogeneous coordinates are denoted $\tilde{q}_{1}$ and $\tilde{q_{2}}$. We then have the fundamental equation (see appendix A for a proof of this result)

$$
\tilde{q}_{2}^{t} A^{-1^{t}} \boldsymbol{\Delta} \mathbf{T} \boldsymbol{\Delta} \mathbf{R} A^{-1} \tilde{q_{1}}=0
$$

where $\boldsymbol{\Delta} \mathbf{T}$ is an antisymmetric matrix such that $\Delta \mathbf{T} x=\Delta \mathbf{t} \wedge x$ for all $x . F=A^{-1 t} \boldsymbol{\Delta} \mathbf{T} \Delta \mathbf{R} A^{-1}$ is called the fundamental matrix.

Then, a simple way to improve the viewpoint computation using the interest points is to minimize

$$
\begin{equation*}
\min _{\mathbf{R}_{k+1}, \mathbf{t}_{k+1}}\left(\frac{1}{n} \sum_{i=1}^{n} \rho_{1}\left(r_{i}\right)+\frac{\lambda}{m} \sum_{i=1}^{m} \rho_{2}(v i)\right), \tag{5}
\end{equation*}
$$

where

- $r_{i}$ is the distance in frame $k+1$ between the tracked features and the projection of the model features,
- $\left.v_{i}=\sqrt{\frac{1}{\left(F q_{1}^{i}\right)_{1}^{2}+\left(F q_{1}^{i}\right)_{2}^{2}}+\frac{1}{\left(F^{t} q_{2}^{i}\right)_{1}^{2}+\left(F^{t} q_{2}^{i}\right)_{2}^{2}}} \tilde{q}_{2}^{t} F \tilde{q_{1}^{i}} \right\rvert\,$ measures the quality of the matching between $q_{i}$ and $q_{i}^{\prime}[15]$,
- $\rho_{1}$ and $\rho_{2}$ are M-estimators. Note that the use of a M-estimator for the key-points correspondences is not essential: as the key-points are significant points in the image, false matches are unusual.

The $\lambda$ parameter controls the compromise between the closeness to the available 3D data and the quality of the 2 D correspondences between the key-points. We use $\lambda=2$ in our practical experiments.

The minimum of equation 5 is computed by using an iterative algorithm for minimization such as Powell's algorithm.

## 4 Results

Fig. 3 shows the result of using the mixing algorithm to incrust a virtual car in a video sequence. A video of the Stanislas Square, city of Nancy, France, has been shot from a car running around the square. Our aim is to incrust a virtual car passing on the square. It is worth noting here that the 3D data available on the scene only concern the opera. On the other hand, the 3D model of the statue is not available. The virtual car is encrusted in the foreground of the scene, on the ground near the statue.

Fig.3.a shows the projection of the opera model in the image by using the RPC algorithm alone with the car incrustation. The projection error seems quite correct but the car seems to hover! This result is not really surprising as the viewpoint computation has been performed with almost coplanar points in the background of the scene. The key-points extracted in the scene and the matching arrows are shown in Fig.3.b. The result of the mixing algorithm is shown in Fig.3.c. The car and the scene are combined seamlessly and the realism of the composition is very good.

Fig. 4 exhibits the viewpoint evolution for the RPC algorithm and the mixing method. In the considered sequence, the camera is passing on the opposite side of the opera. The motion of the camera is then a translation along the $x$-axis. Fig. 4 proves the efficiency of the mixing method: the $t_{y}$ and $t_{z}$ coordinates are nearly constant whereas the $t_{x}, \alpha, \beta$ and $\gamma$ parameters evolve slowly.

Other significant results on video image sequences can be seen at URL http://www.loria.fr/ gsimon/videos.html.

## 5 Conclusion

To conclude, we have presented a robust and accurate registration method which allows us to combine the real and the virtual worlds seamlessly. One of the main advantages of our approach is to perform pose computation over the sequence in a completely autonomous manner. The accuracy of the pose computation is due to the combined use of 3D-2D correspondences in an image and 2D-2D correspondences in two consecutive frames: indeed the use of 2D-2D correspondences allows us to bring some kind of spatial information on the scene in areas where 3D model features are missing. As a result, our method only requires a limited number of 3D features to be effective.

Currently, the time needed to process one frame is around 25 s (for 53 D curves and 100 key-points on an UltraSparc 143 MHz ). However, we can greatly improve the speed of our algorithm by processing both the pose computation and the key-points extraction in a parallel way. In this way, we think that our algorithm is amenable to real time.

Future works will concern the automatic determination of the intrinsic camera parameters. Indeed, these parameters are currently computed off line before shooting the sequence. As the zoom of the camera may change during shooting, it would be interesting to compute dynamically the intrinsic camera parameters.

## Appendix A: the fundamental matrix

Consider the case of 2 cameras as shown in Fig. 5 where $C_{1}$ and $C_{2}$ are the optical centres of the cameras. Let the displacement from the first to the second be $[\mathbf{R}, \mathbf{t}]$. Let $m_{1}$ and $m_{2}$ be the image of a 3D point $M$. The three vectors $C_{1} \vec{m}_{1}, C_{2} \vec{m}_{2}$ and $t$ are coplanar. Without loss of generality, we assume that $M$ is expressed in the coordinate frame of the first camera. As the coordinates of $C_{2} m_{2}$ in the first frame are $R C_{2} m_{2}$, the coplanarity of the three vectors can be expressed by the equation:

$$
\begin{equation*}
\left(\mathbf{t} \wedge C_{1} \vec{m}_{1}\right) \cdot C_{2} \vec{m}_{2}=0 . \tag{6}
\end{equation*}
$$

As $\mathbf{t} \wedge x=\mathbf{T} x$ with $\mathbf{T}=\left[\begin{array}{ccc}0 & -t_{z} & t y \\ t_{z} & 0 & -t_{x} \\ -t_{y} & t_{x} & 0\end{array}\right]$, we can write equation (6) as

$$
C_{2} \vec{m}_{2}{ }^{t} \mathbf{T R} C_{1} \vec{m}_{1}=0
$$



Figure 3: Result of the mixing algorithm: (a) the image composition using the viewpoint computed with the RPC algorithm (b) the extracted keypoints (c) image composition with the result given by the mixing algorithm.


Figure 4: Evolution of the motion parameters (Euler angles and translation) for the RPC and the mixing algorithm.


Figure 5: Geometry of two cameras

The mapping between the pixel coordinates $m(u, v)$ and the metric coordinates $(X, Y, Z)$ in the camera frame is given by

$$
\tilde{m}=\left[\begin{array}{l}
s u \\
s v \\
s
\end{array}\right]=\left[\begin{array}{ccc}
k_{u} f & 0 & u_{0} \\
0 & k_{v} f & v_{0} \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
X \\
Y \\
Z
\end{array}\right]=A\left[\begin{array}{l}
X \\
Y \\
Z
\end{array}\right]
$$

where $k_{u}, k_{v}$ are the pixel sizes, $f$ is the focal length, and $u_{0}, v_{0}$ are the coordinates of intersection of the optical axis with the image plane.

Hence, we have

$$
\tilde{m}_{2}{ }^{t}\left(A^{-1}\right)^{t} \mathbf{T R} A^{-1} \tilde{m}_{1}=0 .
$$

Let $F$ be $F=\left(A^{-1}\right)^{t} \mathbf{T R} A^{-1}$; then two corresponding points $m_{1} m_{2}$ satisfy the equation

$$
\tilde{m}_{2}{ }^{t} F \tilde{m_{1}}=0 .
$$
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