
The dimension of ergodic random sequences

Mathieu Hoyrup

September 12, 2011

Abstract

Let µ be a computable ergodic shift-invariant measure over {0, 1}N. Providing
a constructive proof of Shannon-McMillan-Breiman theorem, V’yugin proved that if
x ∈ {0, 1}N is Martin-Löf random w.r.t. µ then the strong effective dimension Dim(x)
of x equals the entropy of µ. Whether its effective dimension dim(x) also equals the
entropy was left as an problem question. In this paper we settle this problem, provid-
ing a positive answer. A key step in the proof consists in extending recent results on
Birkhoff’s ergodic theorem for Martin-Löf random sequences. At the same time, we
present extensions of some previous results.

Keywords: Shannon-McMillan-Breiman theorem; Martin-Löf random sequence; effective
Hausdorff dimension; compression rate; entropy.

1 Introduction

The effective dimension and strong effective dimension of an infinite binary sequence x are
defined as

dim(x) = lim inf
n

K(x�n)
n

Dim(x) = lim sup
n

K(x�n)
n

,

where K(w) is the Kolmogorov complexity of w.
They can be characterized as effective versions of Hausdorff and packing dimensions

respectively, or by divergence of s-gales (see [Lut00, May02, AHLM07] for the original
results and [Lut05] for a survey).

Let p ∈ [0, 1] be a computable real number and µp the Bernoulli measure over Cantor
space given by µp[w] = p|w|1(1−p)|w|0 . It is well-known that if an infinite binary sequence x
is Martin-Löf random w.r.t. µp then dim(x) = Dim(x) = h(µp), where h(µp) is the entropy
of µp defined by

h(µp) = −p log(p)− (1− p) log(1− p). (1)
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This result is not difficult to prove and reduces to the strong law of large numbers for
Martin-Löf random sequences, as on the one hand1

K(x�n) = − log µp[x�n] +O(log(n))

for µp-random sequences by Levin-Schnorr theorem, and on the other hand

− 1

n
log µp[x�n] = −|x�n|1

n
log(p)− |x�n|0

n
log(1− p)

which converge to h(µp) for µp-random sequences, by the Strong Law of Large Numbers
for Martin-Löf random sequences.

This result highlights the relationship between Shannon’s information theory, Kol-
mogorov algorithmic information theory and effective randomness.

Ergodic theory provides a natural extension of information theory in which many
results can be transferred, with more involved proofs, from the case of independent iden-
tically distributed random variables to the ergodic case, where independence is only re-
quired asymptotically, in the average (see Section 2 for a precise definition).

First, the strong law of large numbers extends to Birkhoff’s ergodic theorem. Second,
the coincidence between local information and entropy extends through the Shannon-
McMillan-Breiman theorem. Whether Martin-Löf randomness fits with these theorems
has been an open problem for a while. The first results were proved by V’yugin [V’y98],
based on non-classical, constructive proofs of the theorems. He proved, in particular:

Theorem 1.1 (Effective Birkhoff ergodic theorem I). Let µ be a computable shift-invariant
ergodic measure over {0, 1}N and f ∈ L1(µ) be computable. For every Martin-Löf µ-random
sequence x,

lim
n→∞

1

n

n−1∑
k=0

f ◦ T k(x) =

∫
f dµ.

The entropy of an ergodic measure is defined as

h(µ) = lim
n→∞

− 1

n

∑
|w|=n

µ[w] log µ[w]. (2)

Observe that (1) and (2) are consistent as they give the same quantity when µ is a Bernoulli
measure.

Theorem 1.2 (Effective Shannon-McMillan-Breiman theorem I). Let µ be a computable shift-
invariant ergodic measure over {0, 1}N. For every Martin-Löf µ-random sequence x,

lim sup
n→∞

K(x�n)
n

= lim sup
n→∞

− 1

n
log µ[x�n] = h(µ).

1K is the prefix version of Kolmogorov complexity
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The question whether lim inf K(x�n)
n

coincides with h(µ) for every Martin-Löf µ-random
was left open by V’yugin. An alternative proof of Theorem 1.2 approximating ergodic
measures by Markovian measures was later developed by Nakamura [Nak05], but also
left the question open. In this paper we provide a positive answer to this question.

A classical proof of the Shannon-McMillan-Breiman theorem uses Birkhoff’s ergodic
theorem, applied to some particular functions. The problem in making it effective is that
these functions are not computable in general. Recent works have been achieved to push
the effective ergodic theorem to the largest possible class of functions. Here we extend it
enough to get the full effective Shannon-McMillan-Breiman theorem.

In Section 2 we recall basic notions of computability, randomness and ergodic theory.
In Section 3 we develop effective versions of Birkhoff’s ergodic theorem. In Section 4 we
present our main result.

2 Background and notations

We work on the Cantor space {0, 1}N of infinite binary sequences. A finite word w ∈
{0, 1}∗ determines the cylinder [w] ⊆ {0, 1}N of infinite sequences starting with w. If
x ∈ {0, 1}N and n ∈ N, x�n is the prefix of x of length n, and is also denoted x0x1 . . . xn−1.
The cylinders form a base of the product topology.

Effective topology. An open set U ⊆ {0, 1}N is effective if it is a recursively enumerable
union of cylinders. A closed set is effective it its complement is an effective open set.
A function f : {0, 1}N → R is computable if there is a Turing machine that on oracle x
and input n computes a rational number q such that |q − f(x)| < 2−n. Equivalently, f is
computable if for every rational numbers a < b, f−1(a, b) is effectively open, uniformly
in a, b. A function f : {0, 1}N → [0,+∞] is lower (resp. upper) semi-computable if there
is a Turing machine that on oracle x and input n computes a rational number qn such
that f(x) = supn qn (resp. f(x) = infn qn). Equivalently, f is lower (resp. upper) semi-
computable if for every rational number a, f−1(a,+∞] (resp. f−1[0, a)) is effectively open,
uniformly in a.

Kolmogorov complexity and Martin-Löf randomness. For w ∈ {0, 1}∗, K(w) is the
prefix version of Kolmogorov complexity, defined by Levin and Chaitin independently.
It is defined as the length of a shortest input of a universal Turing machine with prefix-free
domain computing w on that input.

A probability measure µ over {0, 1}N is determined by its value on the cylinders µ[w],
for w ∈ {0, 1}∗. µ is computable if all µ[w] are computable real numbers, uniformly in
w. Given a computable probability measure µ, a sequence x ∈ {0, 1}N is Martin-Löf µ-
random, denoted x ∈ MLµ, if there is c such that for all n,

K(x�n) ≥ − log µ[x�n]− c.
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Martin-Löf’s original definition of a random sequence (in [ML66]) was expressed in terms
of tests rather than complexity, but the one given above, due to Levin and Chaitin [Cha75]
independentely, was proved to be equivalent by Levin [Lev73] and Schnorr [Sch73].

Let us briefly present a notion of randomness test that we will use in the sequel. A
µ-test is a lower semi-computable function f : {0, 1}N → [0,+∞] such that

∫
f dµ ≤ 1.

The definition of a Martin-Löf random sequence can be rephrased as follows: x ∈ MLµ if
and only if the quantity

dµ(x) = sup
n
{− log µ[x�n]−K(x�n)},

called the randomness deficiency of x, is finite. It was proved in [Lev73] that tµ := 2dµ is a
µ-test and by Gács [Gác80] that it is optimal in the sense that for every µ-test f , there exists
a constant cf such that f ≤ cf tµ. As a result, x ∈ MLµ if and only if f(x) < ∞ for each
µ-test f if and only if tµ(x) <∞. More can be found on this subject in [LV93] as well as in
the recent textbooks [Nie09, DH10].

Ergodic theory. We recall some basic notions of ergodic theory, more details can be
found in [Smo71, Pet83]. We denote by T : {0, 1}N → {0, 1}N the shift map defined by
T (x0x1x2 . . .) = x1x2x3 . . .. A measure µ over {0, 1}N is shift-invariant if for all Borel sets
A, µ(T−1A) = µ(A), equivalently if µ[0w] + µ[1w] = µ[w] for all w ∈ {0, 1}∗. µ is ergodic if
for all Borel sets A such that T−1A = A up to a null set, µ(A) = 0 or 1. Equivalently, µ is
ergodic if for all u, v ∈ {0, 1}∗,

lim
n→∞

1

n

n−1∑
k=0

µ([u] ∩ T−k[v]) = µ[u] · µ[v].

Every Bernoulli measure is shift-invariant and ergodic.

3 Effective ergodic theorems

The following theorem, taken from [BDMS10], extends a result of Kučera from the uni-
form measure to any ergodic shift-invariant measure:

Theorem 3.1 (Effective Poincaré recurrence theorem). Let µ be a computable ergodic shift-
invariant measure and C ⊆ {0, 1}N an effective closed set such that µ(C) > 0. Every Martin-Löf
µ-random sequence has a tail in C, i.e. for every x ∈ MLµ there exists k such that T k(x) ∈ C.

In [BDH+10] and [FGMN10] independently this result was used to prove that not only
the orbit of x eventually falls into C, but it does so with frequency µ(C).

Theorem 3.2 (Effective Birkhoff ergodic theorem II). Let µ be a computable ergodic shift-
invariant measure and C ⊆ {0, 1}N an effective closed set such that µ(C) > 0. For every Martin-
Löf µ-random sequence x,

lim
n→∞

1

n
|{k < n : T k(x) ∈ C}| = µ(C).
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We first generalize the result from sets to functions:

Theorem 3.3 (Effective Birkhoff ergodic theorem III). Let µ be a computable ergodic shift-
invariant measure. Assume f : {0, 1}N → [0,+∞] is:

• either lower semi-computable,

• or upper semi-computable and bounded by a µ-test.

For each x ∈ MLµ,

lim
n→∞

n−1∑
k=0

f ◦ T k(x) =

∫
f dµ.

Proof. Let us denote the Birkhoff averages by Afn(x) = 1
n
(f(x) + . . .+ f ◦ T n−1(x)).

If f is lower semi-computable, then there is a sequence of uniformly computable non-
negative functions fn ↗ f . Applying Theorem 1.1 to fn and x ∈ MLµ gives lim infk A

f
k(x) ≥

lim infk A
fn
k (x) =

∫
fn dµ. By the monotone convergence theorem,

∫
fn dµ ↗

∫
f dµ, so

lim infk A
f
k(x) ≥

∫
f dµ. If

∫
f dµ = ∞ we are done. Otherwise, let q >

∫
f dµ be a rational

number. The set CK := {x : ∀k ≥ K,Afk(x) ≤ q} is effectively closed and by the classical
ergodic theorem, there exists K such that µ(CK) > 0. Theorem 3.1 tells us that if x ∈ MLµ
then there is n such that T n(x) ∈ CK . As a result, lim supAfk(x) = lim supAfk(T

n(x)) ≤ q.
As this is true of every q >

∫
f dµ, we get the result.

Now, if f is upper semi-computable and f ≤ t where t is a µ-test, then for x ∈ MLµ,
applying the preceding result to t and t− f ,

Afn(x) = Atn(x)− At−fn (x)→
∫
t dµ−

∫
(t− f) dµ =

∫
f dµ.

We then extend this result further:

Corollary 3.1 (Effective Birkhoff ergodic theorem IV). Let f : {0, 1}N → [0,+∞] be ∆0
2 on

MLµ, i.e. there is a sequence fn of uniformly computable functions such that f(x) = limn fn(x)
for each x ∈ MLµ. Assume that f is dominated by a µ-test. For every x ∈ MLµ,

lim
n→∞

n−1∑
k=0

f ◦ T k(x) =

∫
f dµ.

Proof. Let gN = infn≥N fn and hN = min(t, supn≥N fn) where t is a µ-test dominating f . On
MLµ, gN ↗ f and hN ↘ f . By the monotone and dominated convergence theorem, the
convergences hold in L1(µ). Applying Theorem 3.2 to gN and hN gives the result. More
precisely, for every x ∈ MLµ and every N ,

lim inf
n

Afn(x) ≥ lim inf
n

AgNn (x) =

∫
gN dµ

lim sup
n

Afn(x) ≤ lim sup
n

AhNn (x) =

∫
hN dµ,
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so ∫
f dµ = sup

N

∫
gN dµ ≤ lim inf

n
Afn(x) ≤ lim sup

n
Afn(x) ≤ inf

N

∫
hN dµ =

∫
f dµ.

3.1 Further results.

We briefly discuss the extent to which the assumptions in the preceding results are needed.

∆0
2 functions. In Corollary 3.1 that one cannot get rid of the assumption that f is dom-

inated by a µ-test, as a limit of uniformly computable functions may not be finite on all
Martin-Löf random points, even if it is integrable. Let us give an example of such an
f . Let µ be the uniform measure over [0, 1] and α be a ∆0

2 random real (a ∆0
2 real is a

limit of a sequence of uniformly computable reals). Define f by f(x) = 1√
|x−α|

for x 6= α

and f(α) = +∞. f is a limit of uniformly computable functions. Indeed, let an be a
computable sequence of reals converging to α: for all x, f(x) = limn→∞

1

2−n+
√
|x−an|

.

Upper semi-computable functions. In Theorem 3.3 we do not know whether the as-
sumption that the upper semi-computable function f is dominated by a test is really
needed. Without this assumption, we still get a partial result.

Proposition 3.1. Let f : {0, 1}N → [0,+∞] be upper semi-computable. For every x ∈ MLµ,

lim inf
n→∞

n−1∑
k=0

f ◦ T k(x) =

∫
f dµ.

Proof. The argument to prove inequality ≥ is essentially the one used in Theorem 3.3 to
prove that lim supAfn(x) ≤

∫
f dµ when f is lower semi-computable. Let q <

∫
f dµ be

a rational number. By the classical ergodic theorem there exists K ∈ N such that the
effective closed set Cq,K := {x : ∀k ≥ K,Afk(x) ≥ q} has positive measure. By Theorem
3.1, if x ∈ MLµ then there exists n such that T n(x) ∈ Cq,K , which implies lim inf Afk(x) =

lim inf Afk(T
n(x)) ≥ q. Taking q closer and closer to

∫
f dµ we get lim inf Afk(x) ≥

∫
f dµ.

We now prove the other inequality. If
∫
f dµ = +∞ we are done, otherwise let q >∫

f dµ be a rational number. By the classical ergodic theorem, for each K ∈ N, µ(Cq,K) = 0

so Cq,K contains no µ-random point. As a result, lim inf Afk(x) ≤
∫
f dµ for each x ∈

MLµ.

Observe that it is possible to build an integrable upper semi-computable function f
that is not dominated by a µ-test.
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Π0
2 sets. By Corollary 3.1, if A is a ∆0

2-set, i.e. if both A and its complement are ef-
fective intersections of effective open sets, then the visit frequency of the trajectory of a
Martin-Löf random sequence intoA is always µ(A). What can be said about sets of higher
complexity in the effective Borel hierarchy?

Let Ω be a left-c.e. random sequence (a Chaitin’s Ω). Let An = T n[Ω,Ω + 2−2n−2]. An
is Σ0

2 (and even ∆0
2), uniformly in n: An = T n(

⋃
i[Ω, 1] ∩ [0, qi + 2−2n−2]) where qi ↗ Ω is

a computable sequence of dyadic numbers. One easily checks that µ(An) ≤ 2−n−2. Let
A =

⋃
nAn: A is Σ0

2, µ(A) < 1 but all the iterates of Ω belong to A.
As a result, the complement of A is a Π0

2-set of positive measure, but no iterate of
Ω belongs to this set. We can conclude that the complement of A does not contain any
effective closed set of positive measure. As shown by the following result, the converse
is also true: if a Π0

2-set of positive measure contains no effective closed set of positive
measure then there is a random sequence whose iterates avoid this set.

Proposition 3.2. Let A =
⋂
n Un where Un are (not necessarily uniformly) effective open sets.

Assume µ(A) > 0. The following are equivalent:

1. every random point eventually falls into A,

2. A contains an effective closed set of positive measure,

3. lim inf 1
(n)
A > 0 for every random point.

Proof. 1⇒ 2. Let K0 be the complement of some level in a universal ML test.
Assume A contains no effective closed set of positive measure. We construct a de-

creasing sequence Kn of effective closed sets of positive measure. As T n(Kn) has posi-
tive measure, it is not a subset of A so there is in+1 such that T n(Kn) \ Uin+1 6= ∅. Let
Kn+1 = Kn \ T−nUin+1 : Kn+1 6= ∅ so µ(Kn+1) > 0 as it is an effective closed set that con-
tains random sequences. At the limit,

⋂
nKn is non-empty and if x ∈

⋂
nKn then for every

n, T n(x) /∈ Uin+1 , so T n(x) /∈ A.
2⇒ 3. Direct: if C ⊆ A is an effective closed set of positive measure then lim inf 1

(n)
A ≥

lim inf 1
(n)
F = µ(F ) > 0 by Theorem 3.1

3⇒ 1. Obvious.

3.2 Recurrence time

Let (X,T ) be a dynamical system. Given a set A and a point x ∈ A, the recurrence time of
x is defined as the minimal k ≥ 1 such that T k(x) belongs to A. Ergodic theory provides
several results about the asymptotic behavior of the recurrence time of a point, which
have applications in coding and information theory. We focus on the particular case of
the shift map on the Cantor space and when A is a cylinder.

For x ∈ {0, 1}N, let Rn(x) := min{k ≥ n : x0 . . . xn−1 = xk . . . xx+n−1} = min{k ∈
n : x�n = T k(x)�n}. Ornstein and Weiss [OW93] proved that for a shift-invariant ergodic
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probability measure µ, logRn(x)/n converge to the entropy h(µ) almost-surely, extend-
ing the convergence in probability earlier proved by Wyner and Ziv [WZ89]. Nakamura
[Nak05] proved a weak version of that result for Martin-Löf random points, showing that
lim sup logRn(x)/n = h(µ) for every Martin-Löf µ-random sequence x.

Here we show that the full result can be simply derived from Theorem 3.1.

Theorem 3.4. Let µ be a shift-invariant ergodic measure. For every x ∈ MLµ,

lim
n→∞

logRn(x)

n
= h(µ).

Proof. Let fn(x) = logRn(x)/n and q < h(µ) be rational. Note that fn is computable on
MLµ, uniformly in n. From Ornstein and Weiss result, the set {x : ∃N∀n ≥ N, fn(x) ≥ q}
has measure one, hence there exists N such that the set CN := {x : ∀n ≥ N, fn(x) ≥ q}
has positive measure. Let x ∈ MLµ: as CN is effectively closed, by Theorem 3.1 there
exists k such that T k(x) ∈ CN , which implies lim inf fn(T k(x)) ≥ q. One easily sees that
Rn(x) ≥ Rn−1(T (x)), which implies lim inf fn(x) ≥ lim inf fn(T k(x)) ≥ q. As this inequal-
ity holds for each q < h(µ), we get lim inf fn(x) = h(µ) for every x ∈ MLµ. Together with
Nakamura’s result, it proves the theorem.

4 The effective Shannon-McMillan-Breiman theorem

We now present our main result.

Theorem 4.1 (Effective Shannon-McMillan-Breiman theorem II). Let µ be a computable shift-
invariant probability measure. For each x ∈ MLµ,

lim
n→∞

K(x�n)
n

= lim
n→∞

− 1

n
log µ[x�n] = h(µ).

A proof of the classical result, stating the result for a.e. x, can be found in [Smo71,
Pet83]. It makes use of martingale convergence theorems and ergodic theorems. The main
difficulty in adapting the proof is to make sure that the effective versions of the ergodic
theorem can be applied. The rest of this section is devoted to the proof of Theorem 4.1.

An easy calculation shows that

− log µ[x�n] =
n−1∑
k=0

fn−1−k ◦ T k(x) (3)

where

fk(x) := − log µ[x0|x1 . . . xk] = − log
µ[x0 . . . xk]

µ[x1 . . . xk]
for k ≥ 1,

f0(x) := − log µ[x0].
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Lemma 4.1. fk(x) converge for each x ∈ MLµ.

Proof. Define the computable martingale

d(ε) = 2

d(x0) =
1

µ[x0]

d(x0 . . . xk) =
µ[x1 . . . xk]

µ[x0 . . . xk]
for k ≥ 1.

By the effective Doob’s convergence theorem (see Theorem 7.1.3 on page 270 in [DH10]),
for each x ∈ MLµ, d(x0 . . . xk) converges, and so does fk(x) = log d(x0 . . . xk).

Let f(x) be the limit. We write

− 1

n
log µ[x�n] =

1

n

n−1∑
k=0

(fn−1−k ◦ T k(x)− f ◦ T k(x)) +
1

n

n−1∑
k=0

f ◦ T k(x)

and prove that the first term tends to 0 while the second term converges to
∫
f dµ = h(µ).

We will use the following lemma (Corollary 2.2 on page 261 in [Pet83], Lemma 4.26 on
page 26 in [Smo71]).

Lemma 4.2. f ∗ := supk fk ∈ L1.

As fk → f a.e. and the convergence is dominated by f ∗ ∈ L1, fk → f in L1.

Proposition 4.1. For each x ∈ MLµ,

lim
n

1

n

n−1∑
k=0

f ◦ T k(x) =

∫
f dµ = hµ(P ). (4)

Proof. That
∫
f dµ = h(µ) is a classical result and follows from h(µ) = limk

∫
fk dµ and the

L1-convergence of fk to f .
f ∗ is lower semi-computable and by Lemma 4.2 it is a µ-test. By construction, f is ∆0

2

on MLµ and it is dominated by f ∗ so it satisfies the conditions of Corollary 3.1, from which
the result follows directly.

Proposition 4.2. For each x ∈ MLµ,

lim
n→∞

1

n

n−1∑
k=0

fn−1−k ◦ T k(x)− f ◦ T k(x) = 0. (5)
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Proof. Let
gN = sup

k≥N
|fk − f | and g̃N = sup

k,j≥N
|fk − fj|.

For x ∈ MLµ,

|fk(x)− f(x)| = lim
j
|fk(x)− fj(x)|

= lim sup
j
|fk(x)− fj(x)|

≤ sup
j≥N
|fk(x)− fj(x)|,

so gN(x) ≤ g̃N(x). As fk → f a.e., g̃N → 0 a.e. As g̃N ≤ 2f ∗ ∈ L1, g̃N → 0 in L1 by the
dominated convergence theorem. On MLµ,∣∣∣∣∣ 1n

n−1∑
k=0

fn−1−k ◦ T k − f ◦ T k
∣∣∣∣∣ ≤ 1

n

n−1∑
k=0

|fn−1−k ◦ T k − f ◦ T k|

=
1

n

n−1−N∑
k=0

|fn−1−k ◦ T k − f ◦ T k|+
1

n

n−1∑
k=n−N

|fn−1−k ◦ T k − f ◦ T k|

≤ 1

n

n−1−N∑
k=0

gN ◦ T k +
1

n

n−1∑
k=n−N

(f ∗ + f) ◦ T k

≤ 1

n

n−1−N∑
k=0

g̃N ◦ T k +
1

n

n−1∑
k=0

(f ∗ + f) ◦ T k − 1

n

n−N−1∑
k=0

(f ∗ + f) ◦ T k.

Fix N and let n → ∞. As g̃N ∈ L1 is lower semi-computable, the first term converges to∫
g̃N dµ by the Effective Ergodic Theorem 3.3. As f ∗+f is ∆0

2 on MLµ and is dominated by
the µ-test 2f ∗, the second and the third terms converge to

∫
(f ∗ + f) dµ by Corollary 3.1

so their limits cancel each other.
As
∫
g̃N dµ→ 0, we have proved equality (5).

Putting equalities (3), (4) and (5) together gives, for x ∈ MLµ,

lim
n
− 1

n
log µ[x�n] = lim

n

1

n

n−1∑
k=0

fn−1−k ◦ T k(x) = h(µ).
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