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Outline
e What is NLG ?
e A brief introduction to Neural Networks
e Neural NLG, the Encoder-Decoder Framework
e Some examples

o Summarising multiple documents
o Generating dialog responses using external knowledge
o Converting Meaning Representations into 21 languages
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What is NLG?
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Verbalise
Respond
Summarize

Simplify

)

Communicative Goal

{ I
il

Databases I

Knowledge bases
Dialog acts Input

Sentences

Documents

Natural Language Generation (NLG) generates text from some input to satisfy a given
communicative goal

Input and goal define different types of text production tasks/applications e.g.,
summarisation, verbalisation of knowledge bases, ...
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Input
Meaning Representations

e Abstract Meaning Representations
(AMR), Logical Formulae (First Order
Logic, Description Logic, SQL)

Data

 Knowledge Bases, Data Bases,
Numerical data from signal processing,
Images, ...

Text

e Multiple or single document, Dialog or
Discourse

Communicative Goals

Describing, Verbalising

* a KB fragment, an entity in a DB, an
image, a video

Summarising

o A text, Several texts, The content of a KB
Simplifying

e For children, foreigners, disabled people
Paraphrasing, Reformulating

e Expert/non expert
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NLG Applications

Data-to-Text vabase
s !
Simpliy
e Verbalise, summarise KB, DB, )
1 Communicative Goal
Numerical Data .
di
Text-to-Text I
Databases
Knowledge bases
o . o Dialog acts
e Summarise, simplify, paraphrase , Si’ﬁ%’;i‘ii}mm

(translate) one or more document
MR-to-Text

e Convert a meaning representation to its
natural language equivalent
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Neural Networks
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Neuron

A neuron computes an activation value by applying an activation function to the weighted sum
of its inputs.

n
y=g() _ w;z;)
=

where 1, ..., xn are the input values, wQ, wi, ..., wn, the weights and g is an activation
function.
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Activation Functions

Logistic, sigmoid, f(z) € [0, 1]

1
Tanh (Hyperbolic Tangent), f(x) € [—1, 1]
tanh(z) 2 1
anh(z) = -~
1+ e 4T

ReLU: Rectified Linear Unit, f(x) € [0, oo]

ReLu(x) =0if x < Oelsex

Blog: Complete Guide of Activation Functions . Another one


https://towardsdatascience.com/a-comprehensive-guide-on-activation-functions-b45ed37a4fa5
https://towardsdatascience.com/activation-functions-neural-networks-1cbd9f8d91d6
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Neural Network Architecture

e Neurons are organized in layers

e The layers between input and output are
referred to as hidden layers

e Fach neuron produces an activation value
which is passed on as input to other
neurons.

* The weights are learned using back
propagation and stochastic gradient
descent
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Types of Neural Networks

Convolutional Neural Networks (CNN). Convolutions compute activations values over
different, possibly overlapping, part of the input. Deep networks with higher level layers
capturing higher level features of the input. Common in computer vision.

Feed-Forward Networks (FFN, MLP). Fully connected. All the neurons of layer L. connected to
all neurons of layer L. + 1. Commonly used for classification

Recurrent Neural Networks (RNN). Recurs over the input processing it sequentially, one input
token at a time. Common in Natural Language Processing

Transformers. Deep + Attention. Currently, the standard in NLP
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Recurrent Neural Networks

Process the input sequentially, one token at a time

outputs - (4)
(optional) { Y
h(4)
@
hidden states Wi e W
@
@
input sequence
(any length) { )
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RNN Hidden State

At each time step, an RNN computes a new hidden state based on the previous hidden state and
the current input.

ht = tanh(Wh ht—1 + We xt)

e ht_1, the hidden state is a vector of real values.
o Wh, We are matrices of weights between layers
e x¢, the input is represented by a vector of real values.
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Encoding Input Tokens as Vectors

Each token is mapped to an index and each index to a 1-hot vector of size the size of the
vocabulary. The vocabulary is the set of distinct tokens in the input data.

this -1 — (1,0,0,...,0)
cat -2 — (0,1,0,...,0)

dog — 3 — (0,0,1,...,0)
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RNN Output

Optionally, at each time step, an RNN can compute an output based on the newly created hidden

state. E.g.,
yt = softmax(Wy ht)
with
Z1
softmax(7Z) = ke .
ijl e<]

By applying the softmax function to the hidden state, the RNIN can output at each time step, a
probability distribution .

Typically, this is used to compute a probability distribution over a set of pre-defined classes (e.g.,
the syntactic category of a word) or over the vocabulary (predicting the most likely word given
the previously processed tokens).
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Neural NLG
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The Encoder-Decoder Framework

The encoder-decoder model provides a uniform framework for all NLG tasks (Data-to-Text,
Text-to-Text, MR-to-Text)

e The encoder is a network which is applied to the input and outputs a vector representing this
input. It can be a CNN, an RNN or a Transformer

e The decoder is a network which outputs a sequence of word one token at a time. It is either
an RNN or a Transformer.
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RNN Encoder-Decoder
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Databases

RNN-Encoder

Y

The vector representation of the input is that last hidden state output after processing the input.

RNN-Decoder

At each time step,

e the RNN outputs a probability distribution over the vocabulary
e a word w is output by sampling from this probability distribution

e w is input to the next recurrence/time step
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Generating Text using an RNN

Fine

vocabulary

softmax

;-

|

Input
How are you doing?

<s>

p(Fine|<s>, How are you doing?)

Conditional Generation
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Generating Text using an RNN

-

Fine . vocabulary
softTﬂax softTﬂax
R —
L L
{ Encoder g g
) L L
T T p(,|<s> Fine, How are you doing?)

Input
How are you doing?
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Generating Text using an RNN
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Generating Text using an RNN

you

?
. vocabulary

Fine ’ and

soﬂTﬁax soﬂTﬁax soﬁ}wax

|
softxnax

<s> Fine , and

Input
How are you doing?
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Generating Text using an RNN

Fine

soﬂTﬁax

soft}wax

Input
How are you doing?
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Generating Text using an RNN

Fine ’ and you ? <eos>

soﬂTﬁax softTﬂax soﬂ}nax soft}nax

.
| ol

\ A
4

<s> Fine , and you

Input
How are you doing?
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Attention and Transformers
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Standard RNN Decoding

A boy wams 10
L

L] i L]
<START> A boy wants

- Doy argd-want argo-wse argI-NY

e The input is compressed into a fixed-length vector

» Performance decreases with the length of the input

Sutskever et al. 2014


file:///home/claire/doc/slides/remarks/Sutskever
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RNN Decoder with Attention

Input

 the previous state st—1, the previously generated token y¢+—1 and a context vector ct

Context vector
e depends on the previous hidden state and therefore changes at each step

 indicates which part of the input is most relevant to the decoding step
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Attention

Attention is a way to obtain a fixed-size representation

e of an arbitrary set of representations (the values )
e dependent on some other representation (the query )

Decoder with attention

e Query = previous decoder state
e Values = encoder hidden states

The context vector creates a representation of the input which is dependent on the previous
decoder state
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Encoder-Decoder Attention

Scores are computed between each encoder hidden state and the previous hidden state which are
then turned into a probability distribution

3 = |st—1Thl...5t—1Thn]
ol = softmaar;(j)

The context vector is the weighted sum of the encoder hidden states

n
ct = Z ozghz'
=1

The new decoder state is computed taking into account this context vector.

St — f(st_layt_17ct)
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Transformers




ENS Seminar May 2021

The Transformer

Deep model
Stack of Transformer Blocks

Parallel processing of each token
No recurrence

Use (self-)attention to create word representations

Multiple self-attention heads to create multiple views (features)

Vaswani et al. NIPS 2017


https://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf
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Deep Model

A Transformer Encoder-Decoder stacks multiple encoders / decoders

am a student
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Transformer Encoder

» Tokens are processed in a parallel manner

e Positional embeddings are added to the
input and summed with the word
embeddings.

e Each encoder consists of two sub-layers
Self-Attention and Feed-Forward

t

Feed Forward

t
[T
t

Self-Attention
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Self-Attention Layer

e Score each input word q; against each
other input words k ;
Dot product(Query, Key)

e Divide the scores by the square root of
the dimension of the key vectors (to have
more stable gradients)

o Apply a Softmax layer

e Sum up the weighted value vectors. This
produces the output the S-A layer for the
input token at position j.

Computing the embedding of input word g;

S=(qgokl,qgiok2,...,q; ®kn)

gi®kl q;ek2 Qi'kn>

Br Vi VD%

C = softmaw(S’) = <Oézl,04%, R 0‘%

zi:Zagovj

S' = {
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Multihead Attention

kicked

Did whal’f’Lz

kicked ball

Multiple heads help captures differents
aspects (features) of the input tokens

-:'fi+l{'t.J

Linear

Concat

f

Scaled Dot-Product Jl "
Attentlon o

l

I Llﬁm[ Llnm[ Linear
v K Q

L J
|

X; ()

The output of the self-attention heads are
concatenated and projected into a matrix of
word vectors for the next layer
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Residual Connections, Layer Normalization, and Feed Forward Network

Residual Connection The vector output by

the self-attention layer is added to the Add & Norm R

original input embedding. = ]
. -
Layer Normalisation The output of the orward
residual connection goes through a layer ~ 1
normalization. ~»{ Add & Norm
Feed Forward Network The feed-forward ‘ Multi-Head
network is a couple of linear layers with a Attention
ReLU activation in between. ] A : )
The output of the FFN is added to the input ! J

of the pointwise feed-forward network and
further normalized.
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Decoding

e Each decoder consists of three sub-layers.

» The encoder-decoder attention layer
helps the decoder focus on relevant parts
of the input sentence (similar to what
attention does in RNN models).

e Masked Multi-Head Attention: attends
over the words decoded so far

* The linear layer acts as a classifier.

» The softmax layer produces a probability
distribution over the target vocabulary

Output
Probabilities

p
Add & Norm
Feed
Forward
4 | ™ I Add & Norm |4_:
e eltliein Multi-Head
Feed Attention
Forward J D) Nx
Nix Add & Norm
f—.‘l Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
A ) At 2
LL y \ _Jj
Positional D @ Positional
Encoding y Encoding
Input Qutput
Embedding Embedding
Inputs Qutputs
(shifted right)
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Example NLG Models
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Example NLG Models

e Dealing with very long input
o Generating text using external knowledge

e Multilingual NLG
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Generating from Large Input
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Generating from Large Input

Given a query Q:

INFORMATION

RETRIEVAL WEB DOCUMENTS

 retrieve web documents D that satisfy

that query' quEsTION Common Crawl
e Generate text conditioning on () and D ==

Ly im

Question Answering QUESTION

Why do you need to bring your temperature down?

e Generate the answer to a question
ANSWER

Up to a point, having a fever is a good thing when you're fighting an
[ ) [ ) [ ) 2 " . . . . 2
l‘d - infection as in the case of sepsis (infection inthe blood). Many pathogens
ultl Document S ummarlsatlon don't fare well ineven a degree or two of average raised temperature,
while your body is much more resilient. It's still a pretty serious condition
on its own, and sepsis is frequently fatal regardless of the not only the

() Generate d bio graphy body's attempts to fight it, but with medical intervention.

The problems in general however, start when the fever is too high, or just
high for toolong. Your body will release something called chaperone
molecules that help your proteins fold correctly, but there will still be
errors and it's more energetically expensive. This chaperone molecules

F dn et a] R 2 O 1 9 also have limits, and past a certain point your body fails on a number of
levels.

For one, alot of what your cells do is interact with, transport, [....]



https://www.aclweb.org/anthology/D19-1428.pdf
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Long Form Input

WEB DOCUMENTS

Mll

+

QUESTION

L @

ANSWER

42 words 100 per question 130 words
200,000 words
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Dealing with Long Form Input

WEB DOCUMENTS

compression linearization —
—_— — —

10,000 words avg
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Converting text to a graph

TRIPLES
WEB DOCUMENTS — open

—_— —— information relation

extracton @~ (U—0O

subject  object

= — T N

relation
WEB DOCUMENT ( —O
SENTENCES subject

object

lation
O—o0

subject  object
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GRAPH CONSTRUCTION STEPS
QUERY: Can someone finally explain the theory of general relativity?

@ Puppies are very cute.

FILTER OPERATION:
Jow TF-IDF ovedap with guery
NOT ADDED TO GRAPH
CONSTRUCTED GRAPH
publishied the tlhmp,. of . :Iulnc- ot rtI'u:- t-.lrc:u
elativiy " Nt pillars of modern
Albert 1= physics

Einstein
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How much does the graph compress the input ?

Graph conversion

e drastically reduces the size of the input. Avg Input Size
200k
e allows for the full input to be encoded
100k 4
-
B
-
@
- 1 T T
0 o o0
"::Eﬁi \E‘EG @
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How much does the graph preserve answer relevant information ?

Missing Answer Tokens

T
=
1

(lower is better)

% Missing Tokens
M IS
T T

5 15 9
{:& ﬁﬁi ?’5 <oP "iﬂ? <0° ﬂc_c:."? "t_n"?' fjg.\ ﬂ*ﬁﬁ
A Vo)
e ?kﬂ"ﬂ' Graph Built frnm N Hits

"l
?\k ﬁgﬁ

The graph for the full input is missing only 8.7% of the answer tokens .
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Encoding the graph

WEB DOCUMENTS

compression

WORD EMBEDDING

POSITION EMBEDDING

GRAPH WEIGHT EMBEDDI NG
QUERY RELEVANCE EMBEDDING

linearization —
— B —

10,000 words avg
heory of relativity <pred> published ~5>d1:w:|{'npcd~uhj> the Physics Nobel Prize <s= won
] [5] EEH
[] [o] E .@.
(] [] [o] [1] []fe][2]
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Encoding 10K tokens ina Transformer

Linearized Graph Query . MCA ir’] Er’]CDder
Emb;;d-.ngs EmbeJdings Memory Compressed Attention
 — N —  — N —
Word Position Graph Query Word  Position
Weight Relevance
i : . Hi - i -
Transtormer Encoder +MCA | [Transformer Encader Hierarchical Top-k Attention
v Top - K Attention |-

Transformer Decoder |-q.- vererernrneed

¥
Multi-Sentence Output
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Example Answer Output (QA)

Question: Why is touching microfiber towels such an uncomfortable feeling?

True Answer: Do you mean the kind of cloths used to clean glasses and lenses? I've never noticed any uncomfortable feeling
myself, but I do find touching certain cleaning cloths can be quite uncomfortable. There's a brand called “e - cloth™ which
market themselves as not needing any cleaning supplies. Basically the threads have tiny little hooks and barbs in them, so
dragging them over skin makes you feel like it s catching against you.

Generation: The microfiber is made up of a bunch of tiny fibers that are attached to them. When you touch them, the fibers
that make up the microfiber are attracted to each other. When they touch, they’re attracted to the other end of the fiber, which
is what makes them feel uncomfortable.

Fluent and factually correct. Some repetition.

When you touch ...other/ When they touch, ... fiber.



ENS Seminar May 2021

Example Biography Output (Summarisation)

Title: wylie rogers

True Paragraph: wylie rogers (born march 16, 1985) 1s an american ice hockey goaltender. he played with the rio grande
valley killer bees of the central hockey league. prior to turning professional, rogers attended the university of alaska fairbanks
where he played four seasons of ncaa men’s division i ice hockey with the alaska nanooks men’s ice hockey team. rogers
played the 2010-11 season in the netherlands with the heerenveen flyers.

Generation: wylie rogers is an american football coach and former player. he is currently the head football coach at the
university of north carolina at chapel hill. rogers played college football at north carolina state university. he was a member of
the north carolina tar heels men’s football team that won the ncaa division i football championship in 2012. he also played for
the university’s men’s basketball team. after his playing career ended, rogers was hired as the head coach at unc chapel hill in
2013. he led the tar heels to their first ncaa division ii championship in 2015.

Key challenge: factuality

Wylie Rogers is an ice hockey player not a football coach.
He is at University of Alaska not North Carolina.
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Generating Text using External Knowledge
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Knowledge in Human-Machine Dialog

Human: What's your favorite disney movie? There are so many good ones.
Model: | love the incredibles, they are my favorite disney movie,
Fetched Knowledge: disney announced intentions to develop additional superhera films after the success

af the incredibles
Fetched Training Utterance: ¢ love kiteboarding, it is one of my favorite activities on the water.

e World knowledge helps give content to the dialog

e Similar training utterances provide a template for the response (Linguistic knowledge)

Fan et al. 2021


https://www.aclweb.org/anthology/2021.tacl-1.6.pdf
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Human-Machine Dialog

CONVERSATION HISTORY

PRETRAINED SEQUENCE-TO-
SEQUENCE MODEL

INPUT
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—

ENCODER

—
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Extending Human-Machine Dialog with External Knowledge Retrieval

EXTERNAL INFORMATION

FRE-EMCODED BY M

M(E)) NN
| %*lﬂﬂ T

M(Es)

A== Ul — M) <]

INFUT EMNCODER

x;

Y
ENCODED LAl
EXTERMAL

INFORMATION o W52

ENCODED

INPUT

Iljl 1LY

MODEL
— —
— — OUTPUT

LY I D
Wiz, 0 — DECODER

T
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Generating Text into 21 EU Languages
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Generating Text from Abstract Meaning Representations (AMR)

old

AAGD ARG :ARGD (person
tARGO=-o0f [have-rola

-l:-"'rﬂf
e ¢ :ARGl United States
:ARGZ officiall

ARG
" )
@ - ARGl (meet
AP AR R _ ) :ARGD (person
ARGT tARGl-of aexpart
(lil:u'lrr) (:uﬁnm) ;{f tARG2-of group)
)
l"'*""‘ :time (date-entity 2002 1)
o o tlocation New York

“Unilad
Saren”

LIS officials held an expert group meeting in January 2002 in New York .

L — ﬁ

Fan et al. 2020


https://www.aclweb.org/anthology/2020.emnlp-main.231.pdf
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Graph — 21 Languages

Amerikanska tjansteman holl ett expertgruppsméte i januari 2002 i New York.

/O\\)

O O O US officials held an expert group meeting in January 2002 in New York.

Americki predstavitelia usporiadali stretnutie expertnej skupiny v januari 2002 v New Yorku.

O O O Des responsables américains ont tenu une réunion d'un groupe d'experts en janvier 2002 a Ne
York.

O Funcionarios estadounidenses celebraron una reunion de un grupo de expertos en enero de 2002 en
Nueva York.

Romance, Germanic, Slavic, Uralic

— N

P
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Encoding AMRs
e Transformer encoder
e Linearise (and simplify) AMRs

e Graph structure
Node: token + distance from root + subgraph identifier

e Pretrain encoder on 30M silver AMRs derived from text using JAMR
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Multilingual Decoding

e Crosslingual embeddings
Shared vector space for words from different languages

e Multilingual decoding
Prefix each training instance with a control token
Train on multilingual data
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Cross-lingual Embeddings

curtains were les bleus

Transformer Model

Token Embeddings [/s] the MASK MASK blue [/s] [’s] MASKrideaux étaient MASK [/s]
PosilionEmbedding{Dll1'l2||3||4'|5||0||1'|2||3||4'I5|
— 000000

Lample and Conneau (2019)


https://arxiv.org/pdf/1901.07291v1.pdf
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Multilingual Decoding

Decoding into Slovak

hold
:‘ARGO person : ARGO-of have-org-role :ARG1 :op1

op2 ARG2
ARG1 meet :AARGO person :ARG1-of expert :ARG2-
of group

time date-entity :year 2002 :month 1
Jlocation city :op1 New 0p2 York

Amerikanska tjansteman holl ett
expertgruppsmaote i januari 2002 i New York.

Decoding into French

hold
:ARGO person : ARGO-of have-org-role :ARG1 :op1
:0p2 ARG2
:ARG1 meet :ARGO person :ARG1-of expert :ARG2-
of group
Aime date-entity :year 2002 :month 1
:location city :op1 New :op2 York

Des responsables americains ont tenu une
réunion d'un groupe d'experts en janvier 2002 a
New York.
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Multilingual AMR-to-NL Model

English AMR Input

l ,———AMR Graph Embedding

] * Encoder: pretraining
Silver AMR
I  Pretrained English AMR Encoder on oliver S
1
l * Decoder: language
[ ] Crosslingual Sentence Embedding model pretraining

[ 1 Pretrained Multilingual Decoder

|

Generated Text
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Open Questions
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Open Questions
o Factuality, Faithfulness to the input
e Multilingual Input/Output
e Long form Input/Output

e Multi-modal Input
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The end




