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Abstract

Using a Feature-Based Lexicalised Tree
Adjoining Grammar (FB-LTAG), we
present an approach for generating pairs
of sentences that are related by a syntactic
transformation and we apply this approach
to create language learning exercises.
We argue that the derivation trees of
an FB-LTAG provide a good level of
representation for capturing syntactic
transformations. We relate our approach to
previous work on sentence reformulation,
qguestion generation and grammar exercise
generation. We evaluate precision and
linguistic coverage. And we demonstrate
the genericity of the proposal by applying
it to a range of transformations including
the Passive/Active transformation, the
pronominalisation of an NP, the assertion /
yes-no question relation and the assertion /
wh-question transformation.
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learner withexercises made up of short sentences
involving a simple syntax and a restricted vocab-
ulary.

As argued in (Perez-Beltrachini et al., 2012),
most existing work on the generation of gram-
mar exercises has concentrated on the automatic
creation of exercises whose source sentences are
“real life sentences” extracted from an existing
corpus. In contrast, we aim at generating text-
book style exercices i.e., exercices whose syntax
and lexicon are controlled to match the linguistic
content already acquired by the learner.

Moreover, in computer aided language learn-
ing (CALL), much of the work towards gener-
ating exercices has focused on so-called objec-
tive test items i.e., test items such as multiple
choice questions, fill in the blank and cloze exer-
cise items, whose answer is strongly constrained
and can therefore be predicted and checked with
high accuracy. Thus, (Chen et al., 2006) describes
a system called FAST which supports the semi-
automatic generation of Multiple-Choice and Er-

. ._ror Detection exercises while (Aldabe et al., 2006)
Textbooks for language learning generally in- o ) . .

. . . presents the ArikiTurri automatic question gener-
clude grammar exercises. For instandex’s

French Grammart includes at the end of each ator for constructing Fill-in-the-Blank, Word For-

) ) mation, Multiple Choice and Error Detection ex-
lecture, a set of grammar exercises which targ%trcises

a specific pedagogical goal such as the one ShoWnFew studies, however, have been conducted on

in Figure 1 for learning to form questions. The : . .
. . . . . _the generation of transformation based exercices
aim of those exercises is to facilitate the acquisi- : S
such as illustrated in Figure 1.

tion of a specific grammar point by presenting thé .
P g P yp g In this paper, we present an approach for gener-
‘Tex's  French ~ Grammar http://www.aits. ating transformation exercices such as (1), where
utexas.edu/tex/ is an online pedagogical referencethe query (Q) is a sentence and the solution (S) is

grammar which is arranged like many other traditional lated to th b tactic t f Hi
reference grammars with the parts of speech (nouns, verlf?, ated to the query by a syntaclic transiormauon.

etc.) used to categorize specific grammar items (gendezl) Instruction:Modify Q so that the underlined
of nouns, irregular verbs). Individual grammar items are bisi ’ .
Verp IS In passive.

explained in English, exemplified in a dialogue, and finally
tested in self-correcting, fill-in-the-blank exercises. Q: John hopes that Mary likd2eter.



Interrogative pronouns. Transform each sentence into the c orresponding question.
Example: Rita parle DE LA POLITIQUE. You write: De quoi est-c e que Rita parle?
. Bette parle DE TAMMY.

. Corey a besoin D'UNE BIERE.

. Fiona t el ephone A RITA.

Joe-Bob sort AVEC TEX.

LE PROF derange Joe-Bob.

LES DEVOIRS derangent Joe-Bob.

. Paw-Paw fait UNE SIESTE (nap).

Tammy cherche TEX.

. TAMMY cherche Tex.

©CONOUAWNPE

Figure 1: Grammar exercises from thex’s French Grammatextbook

S: John hopes that Peter is liked by Mary. between the active and the passive voice version
To control the syntax and the lexicon of the eX_of the same sentence. Formally, transformations
. were stated as tree-transducers on phrase structure
ercices produced, we take a grammar based atp- d thev defined either struct hanai
proach and make use of generation techniquesrfees an ey_ _e ined el e.r structure ¢ an_glng
More specifically. we generate sentences usina X structure building (generalised transformation)
Y Y g g -
Feature-Based Lexicalised Tree Adjoining Grampperatlons.
mar (FB-LTAG) for French (SemTAG). We show [N computational linguistics, transformations
that the rich linguistic information associated withand more generally, structure changing and struc-
sentences by the generation process naturally sug'e building rules have been used in such tasks as
ports the identification of sentence pairs related bigxt simplification (Siddharthan, 2010), text sum-
a syntactic transformation. In particular, we arguénarising (Cohn and Lapata, 2009) and question
that the derivation trees of the FB-LTAG gram-generation (Piwek and Boyer, 2012). In these ap-
mar provide a level of representation that capturgdioaches however, the transformation relation is
both the formal and the content constraints gova0t necessarily defined on phrase structure trees.
erning transformations. The content words anfor instance, for the question generation task,
the grammatical functions labelling the tree node§Yao et al., 2012) has argued that Assertion/WH-
permit checking that the two sentences stand iRuestion transformations are best defined on se-
the appropriate semantic relation (i.e., fully idenmantic representations. Conversely, for text sim-
tical content or identical content modulo some lo¥Plification, (Siddharthan, 2010) has convincingly
cal change). Further, the syntactic properties I&8hown that dependency trees are better suited as
belling these nodes (names of FB-LTAG elemen@ representation on which to define text simplifi-
tary tree names but also some additional informeation rules than both phrase structure trees and
tion provided by our generator) permits ensuringe€mantic representations.
that they stand in the appropriate syntactic rela- (Siddharthan, 2011) presents a user evaluation
tion. comparing different re-generation approaches for
The structure of the paper is the following. Wesentence simplification. He notes in particular
start (Section 2) by discussing related work focusthat annotators preferred those transformations
ing on studies that target the production of synthat are closer in syntax to the original sentence.
tactic reformulations. We then go on to presenTo achieve this, rules for word ordering are ei-
our approach and show that it permits generatingher added to the transform rules or coded as con-
different types of transformations (Section 3). Instraints within the input to a generator. In contrast,
Section (4), we discuss results concerning linguidn our approach, syntactic similarity can be de-
tic coverage, precision and recall. Section (5) corduced by tree comparison using the rich linguistic
cludes with pointers for further research. information associated by the generator with the

FB-LTAG derivation trees.

(Chandrasekar and Srinivas, 1997) describes an
In linguistics, transformations (Harris, 1957;algorithm by which generalised rules for simplifi-
Chomsky, 1957) model recurrent linguistic rela-cation are automatically induced from annotated
tions between sentence pairs. For instance, teaining material. Similar to our work, their ap-
transformation can be used to define the relatioproach makes use of TAG derivation trees as a

2 Reated work
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Figure 2: Grammar, Derivation Tree and Example Tree Prgg&attom right) for the sentend@’est Tammy
qui fait la tarte (It is Tammy who bakes the pie)

base representation. Using a corpus of compleX Generating Transfor mation-related
sentences parsed and aligned with the correspond- sentences

ing simplified sentences, the tree comparison al- :
gorithm they propose permit inducing simplifica—TO generate pairs of sentence; that are related by
tion rules between dependency trees derived fro%trgnsformatmn, we proceed n two main steps.
TAG derivation trees. Although similar to our ap- First, we construct a generation bank by gener-

proach, (Chandrasekar and Srinivas, 1997)'s pr@_tlng sentences from underspecified semantic rep-

posal differs from ours in several ways. I:irst,resentatlons using th@raDe algorithm (Gardent

while we focus on transformations, they work ona?OI Krusztewsk|, fr?ltza Tht;S generatlort\ :anlf
simplifications relating e.g., a sentence contairz o' o> SENtENces that have been generated using

ing a relative clause to two base clauses. Secon(ra,raDe_ together_ with the Qetailed_ Iingui§tic in-
the trees on which they define their transforma—ormatIon assoclated by this algorithm with each

tions are reconstructed in a rather ad hoc maﬁ—entence m_partlcular, Its derlvat_lon tree.
ner from the TAG derivation trees and from in- Second, filters are used to retrieve from the gen-

formation extracted from the TAG derived trees.eratlon bank'sentencef\ pairs that prowgle the query
nd the solution to a given transformation type ex-

In contrast, we make use of the derivation tree ise. Th il defined on derivati
produced by th&raDe algorithm. Third, while ercise. These filters are defined on derivation trees

their work is limited to sentences containing rel-2nd make use of the rich Ilng_wstlc mform_athn
ative clauses, we consider a wider range of trangx_ssomated by our generator with those derivation

formations. Fourth, their approach targets the ad[ees.

tomatic acquisition of simplification rules while In what follows, we §tart by 'descrlbln'g thg
we manually define those. grammar used and the information contained in

the derivation trees produced ByaDe. We then
go on to motivate the use of derivation trees as
a structure on which to base the identification of
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Figure 3: Derived (top) and Derivation (bottom) Trees far Httive voiced senten€Zest Tex qui a fait la tarte
(Itis Tex who baked the pie) and its passive variant

transformationally related sentences. Finally, wepecifically, an FB-LTAG derivation tree indicates
present the derivation tree filters used to identifyhich FB-LTAG elementary trees were used to
pairs of transformationally related sentences. construct the parse tree and how they were com-
bined: each node in a derivation tree is labelled
3.1 Grammar with the name of an elementary trees used in the
The grammar used by the surface realiser is callgterivation and each edge indicates which oper-
SemTAG It is a Feature-Based Lexicalised Treeation (substitution or adjunction) was applied to
Adjoining Grammar (FB-LTAG, (Vijay-Shanker combine the two trees related by the edge.
and Joshi, 1988)) for French augmented with a As shown in Figure 2, the derivation trees pro-
unification-based compositional semantics as detuced byGraDe contain additional informatich
scribed in (Gardent and Kallmeyer, 2003). Nodes are labelled not only with the name of an

Figure 2 shows an example FB-LTAG grammaelementary tree but also with the lemma anchor-
and the derivation tree associated with the seing that tree, the feature structure associated with
tenceC’est Tammy qui fait la tart€lt is Tammy the anchor of that tree and thee propertiesof
who bakes a pie). that tree.

The basic elements of FB-LTAG are called We use feature structure information to iden-
ementary trees Each elementary tree is labelledtify the grammatical function of an argument and
with feature structures and is associated with ab verify that two transformationally related sen-
least one lexical item called thanchor of that tences are syntactically and morpho-syntactically
tree. Elementary trees are of two types: auxiliarydentical up to the transformed part.

(to model recursion) and initial (to capture predi- Tree properties are abstractions over tree de-
cate/argument dependencies). They are combinggriptions. These properties are produced by the
using two operationssubstitutionand adjunction grammar compiler computing the grammar out
The result of combining elementary trees togethedf a more abstract grammar specification. They

is both a derived tree (representing phrase strugame the tree descriptions that were used to build
ture) and a derivation tree (describing the process

by which a derived tree was produced). More ?In Figure 2, edge labels are omitted for simplicity.



the FB-LTAG elementary trees. Thus, for in-may be identical. For instance, in our gram-
stance, the tree proper@leftAgentnames the tree mar, Active/Passive, canonical/inverted subject
description appearing at the bottom right of Figand cleft/non cleft argument variations are as-
ure 2; and the elementary tree in Figure 2 is signed the same semantics. As shown above,
associated with the tree propertigstive, Cleft- for those cases, the tree properties labelling the
Subj,CanObjndicating that this tree was built by derivation trees provide a direct handle for identi-
combining together the tree descriptions namefying sentences related by these transformations.

Active, CleftSubandCanObj
3.3 Derivation Tree Filters

3.2 Why Derivation Trees?

As discussed in Section 2, previous work on syn- N o
tactic transformations has experimented with dif- %{ " %{m
ferent levels of representation on which to define I }‘ R T}‘
transformations namely, dependency trees, phrase , o o o o
structure tree and semantic representations. While a)
providing detailed information about the syntax . R
sli\%géhg mformaﬂonal conte.nt of a sentence, FB- %{ L AB}
erivation trees provide both a more ab- ° Qy o Qw

stract description of this information than derived l e ) l N n/’.
trees and a richer representation than semantic A\\ o e !
formulde. i .

Figure 3 illustrates the difference between de- b)
rived and derivation trees by showing those trees o o
for the sentence€’est Tex qui a fait la tarte (It ./\av ./\%
is Tex who baked the piggnd C’est par Tex que la ‘ ﬂ S . ‘ ﬂ
tarte a éte faite (It is by Tex that the pie was baked) e o o S N qm
While the derived trees of these two sentences D
differ in their overall structure (different struc- Qp — e >y
ture, different number of nodes), their derivation ./\a 77777777777777777777 K\a
trees are identical up to the tree properties of | M” | /”N
the verb. Moreover, the tree properties of the o ¢ o e o o o
active (Active,CleftSubj,CanOb) and of the pas- d)
sive ({passive,cleftAgent,canSypjerb capture the . o
changes in argument and verb realisation typi- PN _—
cal of a passive transformation. In other words, I /O‘[ ”””””””” “ ””” /’O‘[
derivation trees provide a level of descriptionthat e o, e o an o
is simpler (less nodes) and that better supports . .
the identification of tranformationally related sen- . Bt et
tences (more similar configurations and explicit ﬂ;d T
description of changes in argument and verb real- S --"%)

isation). ) ,
) Figure 4: Tree filter types (tree schemas on the left de-

De”Vf'"tlon trees are also better suited t_ha'aict source sentence derivation trees and those to their
semantic formulae to capture transformationggnt their transform)

as, in some casésthe semantic representa-

tions of two transformationally related sentences . _ _
To identify transformationally related sen-
*Whether two syntactically distinct sentences share thtences, we define tree filters on derivation trees.

same semantics depends on the grammar. In the grammppese filters make use of all the information

we use, the semantic representations aims to capture the tr;ﬁipesent in the FB-LTAG derivation trees produced
conditions of a sentence not their pragmatic or information

content. As a result, Passive/Active variations do share tHdY GraDe namely, the tree names, the lemmas,
same semantics. the feature structures and the tree properties la-



belling the nodes of these trees. HRX HSX) L5:named(TX tex) L5:indiv(TX m sg)
Figure 4 shows the general filtering patterns we qeq(HRX LS)
used to handle four types of transformations used  b. Tex loves Tammy, Itis Tex who loves Tammy,

; - : ; It is Tammy whom Tex loves, Tammy is loved
in language learning: Active/Passive, NP/pronoun by Tex, It is Tammy who is loved by Tex, It is

(pronominalisation), NP/Wh-NP (WH-questions) by Tex that Tammy is loved, etc.

and Assertion/Yes-No questions. . L
d The syntactic and pragmatic differences be-

Filters (a) and (d) are used for the Ac- . . . .
. : o . t\{veen these semantically identical sentences is
tive/Passive and for the canonical/inverted subjec . T ) .
L . . captured by their derivation trees and in partic-
variations. Filter (a) relates two trees which are . .
. . : e ular, by the tree properties labelling the nodes
identical up to either one node differing in its tree o
of these derivation trees. More generally, Ac-

properties. It applies for instance to the deriva: . : .
. . : . ive/Passive sentence pairs, canonical/cleft (e.g.,
tion trees shown in Figure 3. Filter (d) is use .

Tex loves Tammy / It is Tex who loves Tamamd

for cases such awhn wants Mary to like him / John ) . i
. .. Canonical/lInverted Subject variations (e @est
wants to be liked by Marwhere the two derivation
Tex que Tammy adore / C'est Tex qu'adore Tammy

trees differ both in the tree properties assigned tr%a lead to derivation trees of identical struc-
want (CanSubj, CanObj, SentOkj»> CanObj, Sen- y

. . , . ture but distinct tree properties. In such cases,
{Obj) and in the tree properties assignedie (In- the transformationally related sentence pairs can
fSubj, CanObj~ InfSubj, CanAgent and where an y P

additional node is present due to the presence g}erefore be captured using the first type of deriva-

. ) : flon filter i.e., filters which related derivation trees
the pronourhimin the active sentence and its ab- . . . .

. . . with identical structure but distinct tree proper-
sence in the passive variant.

Filter (b) is used for the NP/Pronoun transfor—tle.s' Here, we focus on the Active/Passive vari-

) L . ation.
mation and relates two trees which in addition to . . .
. o . The differences between an active voice sen-
having one node with different tree properties als . . . .
ence and its passive counterpart include lexical,

differ in that an NP node and its subtree maps to r%orphological and syntactic differences. Thus for
pronoun node.

Filter (c) relates two trees which are identicaIInStance' (3a) differs from (3b) in that the verb

" i agrees with the proper nanTammyrather than
up to the addition of an auxiliary tree of typg,, . g Prop y

the pronouril; the clitic is in the oblique casédu()

As we shall see below, this is used to account forrather that the nominativelf: the subject NRI

_the re!atlon betwgen an assc_ertlon and a questl%%s become a PP headed by the preposiiin
including a question phrase (i.@est ce pas/Isn’t

. . _ ) the passive auxiliargtre and the prepositiopar
it, est ce queinvertedt’il or question mark). . .
. : ) _ have been added to support the passive voice con-
Finally, Filter (e) is used for the assertion/wh-

) . . truction.
qguestion transformation and matches pairs o
trees such that an NP containimgmodifiers in ~ (3) &. Il regarde TammyHe watches Tamn)y
one tree becomes a WH-NP with any number of ~ D- Tammy est regaée par lui
thesen modifiers in the other tree. (Tammy is watched by him)
We now discuss in more detail the derivation In (Siddharthan, 2010), these variations are
tree filters specified for each type of transformahandled by complex node deletion, lexical

tions. substitution, insertion, and node ordering rules.
. _ ) By contrast, to identify Active / Passive
3.4 Meaning Preserving Transformations variations, we search for pairs of derivation trees

In SemTAG, semantic representations aim to caghat are related by an Active/Passive derivation
ture the truth conditions of a sentence not theiiree filter namely, a filter that relates two trees
pragmatic or informational content. As a resultwhich are identical up to a set of tree properties
some sentences with different syntax share tHgbelling a single node pair. We specify as many
same semantics. For instance, all sentences A¢tive/Passive tree property patters as there are
(2b) share the semantics in (2a). possible variations in argument realisations. For
(2) a LO:propem(C HR HS) Linamed(C tammy) instance, for a transitive verb, some of the defined

LL:indiv(C f sg) geq(HR L1) L3:love(EL TX tree property patterns are as follows:
C) L3:event(EL pst indet ind) L4:propep(TX



Active/Passive Tree Property Patterns c. Tex semble faire une tarte

Une tarte semblétre faite par Tex

Tex seems to bake a pie / A pie seems to be
baked by Tex

{Active, CanSubj, CanOpj
+ {Passive, CanSubj, CanAgént
{Active, CliticSubj, CanOBbj

+» {Passive, CanSubj, CanAgént

{Active, WhSubj, CanOpj d. Texmesure 1.80m

+» {Passive, InvertedSubj, WhAgént 1.80m est mesi& par Tex

{Active, RelSubj, CanOpj Tex measures 1.80m ** 1.80m is measured
+ {Passive, CanSubj, RelAgént by Tex

{Active, CleftSubj, CanObj

++ {Passive, CanSubj, CleftAgent (4a) is accounted for by specifying a tree filter

_ _ ~including the tree property mappir@eftSubject
In sum, in our approach, the possible differ-, CleftAgentwhereCleftAgentsubsumes the two
ences in morphological agreement between agypes of clefts illustrated in (4a).

tive and passive sentences are accounted for byThe lack of passive in (4b) and (4d) is ac-

the grammar; differences in argument realisatioBounted for by the grammar: since (4b) does not
(Object/Subject, Subject/Agent) are handled bycence a passive, the starred sentence will not be
the tree filters; and lexical differences due to adgenerated. Similarly, because the verssurer / to
ditional function words fall out of the FB-LTAG pe X tallis not passivable, the starred sentence in
coanchoring mechanism. (4d) will not be produced.

As should be clear from the derivation tree be-
low, our approach supports transformations at ang® Meaning Altering Transfor mations
level of embedding. For instance, it permits idenWhen the content of two sentences differsl in par-
tifying the pair Tammy sait que Tex a fait la tarte / ticular, when a content word is deleted or added,
Tammy sait que la tarte &t faite par Tex (Tammy the derivation trees of these sentences may have
knows that Tex has baked the pie / Tammy knows thatdifferent structure. In those cases, we use fil-

the pie has been baked by Tex) ters that relate derivation trees with distinct tree
structures namely, filters (b), (c), (d) and (e) in
ap-savoiry ... } Figure 4.

f{\ NP/Pronoun To handle the NP/Pronoun, we

as-tammyy ... } use the filter sketched in Figure (4b) which re-
lates derivation trees that are identical up to an
NP subtree replaced by a node labelled with a
pronoun. In this way the difference between the
derivation tree ofe tatou(two nodes) andui (one

node) does not prevent the identification of sen-

tence pairs such as (5a).
It also supports a fine grained control of the Ac-

tive/passive variants allowing both for cases with(5) a. Le tatou chante

Q2=

{Passive,CanAgent,CanSiibj

oq-tex{..} as-avoir{..} as-tarteq ... }

Bi-la{ ... }

multiple variants (4a) and for transitive configura- Il chante Personal pronoun
tions with no passive counterpart (4b,d). The tatoo sings/He sings
(4) a. C'estlatatou qu’il adore b. Quel tatou chante ?
C’est par lui que la tatou est admr Quichante ?  \(VH-Personal Pronoun
C’est lui par qui la tatou est ades Which tatoo sings?/Who sings?

Itis the tatoo that he loves/ Itis the tatoo that

is loved by him NP/Wh-NP  For wh-questions, the main diffi-

culty is to account for variations such as (6) be-
b. Tex veut faire une tarte low where a complex NP with several modifiers
** Une tarte veutétre faite par Tex can map to a Wh-NP with different numbers of
Tex wants to bake a pie / ** A pie wants to bemodifiers. To capture these various cases, we use
baked by Tex two tree filters. The first filter is similar to filter



(b) in Figure 4 and matches NP/WH-Pronoun sensrammar and Lexicons. The SemTAGgram-
tences (e.g., 6a-b where the N&grand tatou avec mar used contains around 1300 elementary trees
un chapeau qui dort sous le palmieraps to a WH- and covers auxiliaries, copula, raising and small
Pronounqui). The second tree filter is sketchedclause constructions, relative clauses, infinitives,
in Figure (4e). It matches NP/Wh-NP sentencegerunds, passives, adjuncts, wh-clefts, PRO con-
(e.g., 6a-c/f) where an NP matches to a WH-NRtructions, imperatives and 15 distinct subcate-
headed by a WH-Determiner, the head noun angbrisation frames. The syntactic and morpho-
any number of modifiers. syntactic lexicons used for generating were tai-
. lored to cover basic vocabulary as defined by the
(6) a. Legrand tatpu avec un chapeau qui do[&xicon used infex’s French GrammarThe syn-
sous le palmier ronfle.

. tactic lexicon contains 690 lemmas and the mor-
Qui ronfle ? Quel tatou ronfle ? Quel

thological lexicon 5294 forms.

grand tatou ronfle? Quel tatou avec u
chapeau ronfle ? Quel tatou qui dort souésenerated Sentences. To populate the gener-
un palmier ronfle ? etc. ation bank, we inpuGraDe with 52 semantic
The big tatoo with a hat who sleeps underformulae corresponding to various syntactic and
the palmtree snores/ Who snores? Whictsemantic configurations and their interactibns
tatoo snores? Which tatoo with a hat snoresdncluding all types of realisations for verb argu-
Which tatoo who sleeps snores? etc. ments (cleft, pronominalisation, relative, question

] ] arguments); Intransitive, Transitive and ditransi-
Yes-No Question.  In French, yes/no questionsy; e yerhs: Control, raising and embedding verbs;

can be formed in several ways: Nouns, common nouns, personal strong and weak
(7) a. Le tatou chante pronouns; standard and Wh- determiners.
Le tatou chante t'il? loverted t'il) From these 52 semantic formul&esaDe pro-

Le tatou chante? Iiftonation)  database together with their full semantics and

Le tatou chante n’est ce pas? n'dstce their derivation tree.

pas (isn'tit) Results. Table 1 summarises the results of our
The tatoo sings / Does the tatoo sing? Theyperiment. It indicates the number of source
tatoo sings? The tatoo sings doesn'tit?  gentences manually selected so as to test differ-
ent syntactic configurations for each type of trans-
formation considered (S), the number of transfor-
mations found for these source sentences (T), the
number of tree filters used for each type of trans-
For cases such as (7b), we require the deriv@ermation (TF) and the precision obtained (ratio
tion trees to be identical up to the tree propertyf correct transformations).
mapping CliticSubject <+ InvertedCliticSubject ~ The low number of tree filters relative to the
For cases such as (7a) on the other hand, we us@mber of syntactic configurations explored in-
the filter sketched in Figure (4c) that is, a filterdicates a good level of genericity: with few fil-
which requires that the derivation trees be identers, a transformation can be captured in many
tical up to a single additional node licenced by alistinct syntactic contexts. For instance, for the
question phase (i.etil, est ce que, n'estce pasr a  Active/passive transformation, 8 filters suffice to

b. Vous chantez
Chantez vous? Ifverted Subjegt
You sing/Do you sing?

guestion mark). capture 43 distinct syntactic configurations.
4 Evaluati As expected in an approach where the filters
valuation are defined manually, precision is high indicating

We carried out an experiment designed to asseti¥t the filters are accurate. The generated pairs
the genericity, the correctness, the coverage amaarked as incorrect by the annotator are all cases
the recall of the approach. In what follows, wewhere the transformed sentence was ungrammat-
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